Indeks 381306
Cena 15,00 zt e-ISSN 2543-8476
(VAT 8%) PL ISSN 0043-518X

WIADOMOSCI
— TATYSTY(ZNE

THE POLISH STATISTICIAN

BIG DATA | STATYSTYKI EKSPERYMENTALNE

ROCZNK /VOLUME 68 2023112

GLOWNY URZAD STATYSTYCZNY POLSKIE TOWARZYSTWO STATYSTYCZNE
STATISTICS POLAND POLISH STATISTICAL ASSOCIATION

(D)

GUS s



WIADOMOSCI
=3 TATYSTY(ZNE

THE POLISH STATISTICIAN

BIG DATA | STATYSTYKI EKSPERYMENTALNE
BIG DATA AND EXPERIMENTAL STATISTICS

coamicrvoimees 2023112 gsy




RADA NAUKOWA / SCIENTIFIC COUNCIL

dr Dominik Rozkrut — przewodniczacy/chairman (Uniwersytet Szczecinski, Polska), Prof. Anthony Arundel
(Maastricht University, Holandia), Eric Bartelsman, PhD, Assoc. Prof. (Vrije Universiteit Amsterdam, Holan-
dia), prof. dr hab. Czestaw Domanski (Uniwersytet t6dzki, Polska), prof. dr hab. Elzbieta Gotata (Uniwersytet
Ekonomiczny w Poznaniu, Polska), Semen Matkovskyy, PhD, Assoc. Prof. (Ilvan Franko National University of
Lviv, Ukraina), prof. dr hab. Wtodzimierz Okrasa (Uniwersytet Kardynata Stefana Wyszynskiego w Warszawie,
Polska), prof. dr hab. Jozef Olenski (Polskie Towarzystwo Statystyczne, Polska), prof. dr hab. Tomasz Panek
(Szkota Gtéwna Handlowa w Warszawie, Polska), Juan Manuel Rodriguez Poo, PhD, Assoc. Prof. (University
of Cantabria, Hiszpania), lveta Stankovi¢ovda, BEng, PhD, Assoc. Prof. (Comenius University in Bratislava,
Stowacja), prof. dr hab. Marek Walesiak (Uniwersytet Ekonomiczny we Wroctawiu, Polska), prof. dr hab.
Jozef Zegar (Instytut Ekonomiki Rolnictwa i Gospodarki Zywnosciowej — Panstwowy Instytut Badawczy,
Polska)

sekretarz/secretary: Paulina Kucharska-Singh, Gtéwny Urzad Statystyczny, Polska

KOLEGIUM REDAKCYJNE / EDITORIAL BOARD

Tudorel Andrei, PhD, Assoc. Prof. (Bucharest Academy of Economic Studies, Rumunia), mgr Renata Bielak
(Gtéwny Urzad Statystyczny, Polska), dr hab. Marek Cierpiat-Wolan, prof. UR (Uniwersytet Rzeszowski,
Polska), dr hab. Grazyna Dehnel, prof. UEP (Uniwersytet Ekonomiczny w Poznaniu, Polska), dr Jacek Kowa-
lewski (Uniwersytet Ekonomiczny w Poznaniu, Polska), dr Jan Kubacki (Polskie Towarzystwo Statystyczne,
Polska), dr Grazyna Marciniak (Gtéwny Urzad Statystyczny, Polska), dr hab. Andrzej Miodak, prof. Akademii
Kaliskiej (Akademia Kaliska im. Prezydenta Stanistawa Wojciechowskiego, Polska), prof. dr hab. Mateusz
Pipien (Uniwersytet Ekonomiczny w Krakowie, Polska), Marek Roji¢ek, BEng, PhD (University of Economics,
Prague, Czechy), Anna Shostya, PhD, Assoc. Prof. (Pace University in New York, Stany Zjednoczone), dr hab.
Matgorzata Tarczynska-tuniewska, prof. US (Uniwersytet Szczecinski, Polska), dr Wioletta Wrzaszcz (Instytut
Ekonomiki Rolnictwa i Gospodarki Zywnosciowe] - Pafistwowy Instytut Badawczy, Polska), dr inz. Agnieszka
Zgierska (Gtéwny Urzad Statystyczny, Polska)

ZESPOL REDAKCYJNY / EDITORIAL STAFF

redaktor naczelny / editor-in-chief: Marek Cierpiat-Wolan

zastepca redaktora naczelnego / deputy editor-in-chief: Andrzej Mtodak

redaktorzy tematyczni / thematic editors: Matgorzata Tarczyriska-tuniewska, Agnieszka Zgierska
redaktor merytoryczny / substantive editor: Wioletta Wrzaszcz

sekretarz/secretary: Matgorzata Zygmont, Gtéwny Urzad Statystyczny, Polska

Redaktorka prowadzaca numeru tematycznego / Managing editor of the thematic issue
Matgorzata Tarczyriska-tuniewska

ADRES REDAKCJI/ EDITORIAL OFFICE ADDRESS

Gtéwny Urzad Statystyczny / Statistics Poland, al. Niepodlegtosci 208, 00-925 Warszawa
tel./phone +48 22 608 32 25, e-mail: redakcja.ws@stat.gov.pl

Redakcja jezykowa: Wydziat Czasopism Naukowych, Gtéwny Urzad Statystyczny
Language editing: Scientific Journals Division, Statistics Poland

Redakcja techniczna, skfad i tamanie, opracowanie materiatéw graficznych, korekta, druk i oprawa:
Zaktad Wydawnictw Statystycznych — zespét pod kierunkiem Macieja Adamowicza

Technical editing, typesetting, preparation of graphic materials, proofreading, printing and binding:
Statistical Publishing Establishment — team supervised by Maciej Adamowicz

Wersja elektroniczna, stanowigca wersje pierwotna czasopisma, jest dostepna na ws.stat.gov.pl
The primary version of the journal, issued in electronic form, is available at ws.stat.gov.pl

© Copyright by Gtéwny Urzad Statystyczny and the authors, some rights reserved. CC BY-SA 4.0 licence

Informacje w sprawie sprzedazy | prenumeraty czasopisma / Sales and subscription of the journal:
Zaktad Wydawnictw Statystycznych / Statistical Publishing Establishment

zws.stat.gov.pl

tel./phone +48 22 608 32 10, +48 22 608 38 10

Zam. 372/2023 - naktad 285 egz.


mailto:redakcja.ws@stat.gov.pl
https://ws.stat.gov.pl/
https://ws.stat.gov.pl/
https://zws.stat.gov.pl/
https://creativecommons.org/licenses/by-sa/4.0/legalcode

Wiadomosci Statystyczne. The Polish Statistician 2023 | 12

SPIS TRESCI
CONTENTS

Od redaktorki prowadzacej
From the managing editor

Statystyka w praktyce
Statistics in practice

Dominik Rozkrut, | Anna Bilska |, Michat Bis, Justyna Pawtowska

TranStat: an intelligent system for producing road and maritime transport statistics using
big data sources
TranStat - inteligentny system produkgcji statystyk transportu drogowego i morskiego
z wykorzystaniem big data

Marek Cierpiat-Wolan, Galya Stateva

The evaluation of (big) data integration methods in tourism
Ocena metod integracji danych dotyczacych turystyki z uwzglednieniem big data

Piet Daas, Jacek Maslankowski

Current challenges and possible big data solutions for the use of web data as a source
for official statistics
Wspétczesne wyzwania i mozliwosci w zakresie stosowania narzedzi big data do
uzyskania danych webowych jako Zrédta dla statystyki publicznej

Studia interdyscyplinarne. Wyzwania badawcze
Interdisciplinary studies. Research challenges

Monika Rozkrut

Digital transformation and data ecosystem: implications for policy actions and
competency frameworks
Transformacja cyfrowa i ekosystem danych — implikacje dla tworzenia polityk i wymagan
kompetencyjnych

Dyskusje. Recenzje. Informacje
Discussions. Reviews. Information

Jerzy Auksztol

Improving research on environmental noise pollution and its impact on the population
in the context of sustainable development
Doskonalenie badan nad zanieczyszczeniem srodowiska hatasem i jego oddziatywaniem
na ludnos¢ w kontekscie zréwnowazonego rozwoju

Joanna Sadowy

Wydawnictwa GUS. Listopad 2023
Publications of Statistics Poland. November 2023

Spis tresci numeréw 1-12/2023 .

Content of the issues 1-12, 2023

Dla autorow
For the authors

Dziaty ,,WS” - tematyka artykutow
WS sections - topics of the articles

25

49

65

83

93

95

101

112



Wiadomosci Statystyczne. The Polish Statistician, 2023, 68(12), IV-VI
Od redaktorki prowadzacej / From the managing editor

OD REDAKTORKI PROWADZACEJ

7 wielky przyjemnoécig oddaje w rece Czytelnikéw numer tematyczny ,,Wiadomodci Statystycz-
nych. The Polish Statistician” po$wigcony zagadnieniom z zakresu big data i statystyk eksperymen-
talnych. Niektére artykuly zamieszczone w tym wydaniu powstaly na podstawie referatéw wyglo-
szonych podczas sesji specjalnej zorganizowanej przez redakcje ,WS”, ktora odbyla sie
4 lipca 2023 r. w ramach miedzynarodowej konferencji naukowej Metodologia Bada# Statystycz-
nych MET2023 i ktorej bytam moderatorka.

W artykule TranStat: an intelligent system for producing road and maritime transport statistics
using big data sources dr Dominik Rozkrut, mgr Anna Bilska, mgr inz. Michal Bis i mgr Justyna
Pawlowska omawiajg innowacyjny system TranStat, opracowany przez Gléwny Urzad Statystycz-
ny, Urzad Statystyczny w Szczecinie, Politechnike Morska w Szczecinie i Politechnike Krakowska
w ramach programu GOSPOSTRATEG. TranStat umozliwia produkcje statystyk transportu dro-
gowego i morskiego z wykorzystaniem wielkich wolumendéw danych i szybkie udost¢pnianie
informacji wynikowych. Autorzy przedstawiaja charakterystyke wykorzystanych zrodel danych
i podsysteméw funkcjonalnych, zalozenia opracowanych modeli oraz najwazniejsze nowe statysty-
ki. Podkreslaja znaczenie informacji uzyskanych dzigki systemowi TranStat dla ksztaltowania
polityki transportowej kraju.

Dr hab. Marek Cierpial-Wolan, prof. UR, i dr Galya Stateva w pracy The evaluation of (big)
data integration methods in tourism poruszaja zagadnienie integracji danych z wielu Zrédel, w tym
duzych wolumenéw danych, niezbednej do uzyskania dobrej jakoéci informacji udostepnianych
przez statystyke publiczng w czasie zblizonym do rzeczywistego. W badaniu opierajacym si¢ na
danych dotyczacych Polski i Bulgarii, ktére zostaly zaczerpniete z trzech popularnych portali re-
zerwacyjnych, autorzy oceniajg przydatno$¢ wybranych metod integracji danych w statystyce
w dziedzinie turystyki: algorytmu natural language processing (NLP), algorytmu uczenia maszy-
nowego, tj. K-najblizszych sasiadow, z wykorzystaniem technik TF-IDF i N-gram, oraz parowania
rozmytego (ang. fuzzy matching), wchodzacych w skfad metod probabilistycznych. Podkreslaja, ze
na szczegolng uwage zastuguja dane uzyskane za pomoca web scrapingu. Jako najskuteczniejsza
metode spos$rod wszystkich testowanych wskazuja parowanie rozmyte oparte na algorytmie
Levenshteina w potaczeniu z formulg Vincenty’ego.

Current challenges and possible big data solutions for the use of web data as a source for official
statistics to temat artykulu prof. Pieta Daasa i dr. Jacka Maslankowskiego. Autorzy akcentujg zna-
czenie web scrapingu oraz rosngce zainteresowanie srodowiska naukowego i administracyjnego ta
technikg uzyskiwania informacji. Skupiaja si¢ na wspotczesnych problemach zwiazanych z dostep-
noécig, ekstrakcja i wykorzystywaniem informacji ze stron internetowych i proponuja potencjalne
metody ich rozwigzywania. Przedstawiaja studium przypadku web scrapingu wykonanego
w 2022 r. na prdbie 503 700 stron internetowych. Stwierdzaja, ze jedno Zrédlo adreséw URL (baza
danych) moze nie wystarczy¢ do uzyskania wiarygodnych danych webowych - w przeprowadzo-
nym badaniu prawie 20% adreséw URL bylo niedostepnych, poniewaz strony internetowe przesta-
ty istnie¢ lub ich wlasciciele zablokowali dostep do pliku robots.txt, co uniemozliwito scrapowanie
danych. Preferowane jest zatem korzystanie z wielu zrédel.

W pracy Digital transformation and data ecosystem: implications for policy actions and compe-
tency frameworks dr Monika Rozkrut przybliza polityke Unii Europejskiej w zakresie transformacji
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cyfrowej, a takze jej potencjal rozwojowy. Autorka dokonuje krytycznej analizy postgpu w obszarze
operacjonalizacji i wdrazania odpowiednich polityk. Identyfikuje szczegdlnie trudne zadania, ktore
moga mie¢ negatywny wplyw na osiagniecie celow strategicznych. Zwraca uwage, Ze istotnym
problemem jest niedobér ekspertéw przygotowanych do pelnienia nowych funkcji w dynamicznie
rozwijajacym si¢ ekosystemie danych, wskazuje pozadane umiejetnosci umozliwiajace efektywne
zarzadzanie danymi i podkresla role data stewarda — kluczowa dla wsparcia szybkiego rozwoju
ekosystemu danych w UE.

Rozwazania podejmowane w tym wydaniu ,,WS” zamyka opracowanie dr. hab. Jerzego Auksz-
tola, prof. UG, pt. Improving research on environmental noise pollution and its impact on the popu-
lation in the context of sustainable development. Autor odnosi si¢ do kwestii poprawy statystyk
umozliwiajacych badanie narazenia ludnosci na halas w konteksécie zroéwnowazonego rozwoju.
Zaznacza, ze badania nad natezeniem halasu w $rodowisku maja dluga tradycje, a wiedza o nega-
tywnym wplywie tego czynnika na zdrowie oraz aspektach srodowiskowych i ekonomicznych jest
stale poglebiana. Omawia narzedzia, jakie oferuje statystyka publiczna, umozliwiajace kontynuacje
badan w tym zakresie.

Tradycyjnie numer zawiera tez oméwienie nowosci wydawniczych GUS, przygotowane przez
Joanne Sadowy.

Serdecznie zapraszam do lektury.

dr hab. Malgorzata Tarczyniska-Luniewska, prof. US

FROM THE MANAGING EDITOR

It is my great pleasure to present to Readers the thematic issue of Wiadomosci Statystyczne. The
Polish Statistician devoted to topics related to big data and experimental statistics. Some of the
articles were written on the basis of papers delivered at MET2023 Statistical Research Methodology
Conference, during a special session organised by the WS editorial team and moderated by me,
held on 4th July 2023.

In the TranStat: an intelligent system for producing road and maritime transport statistics using
big data sources, Dominik Rozkrut, PhD, Anna Bilska, MSc, Michatl Bis, BEng, MSc, and Justyna
Pawlowska, MSc, discuss the innovative TranStat system, created by Statistics Poland, the
Statistical Office in Szczecin, the Maritime University of Szczecin and the Cracow University of
Technology in the framework of the GOSPOSTRATEG programme. TranStat enables the
production of road and maritime transport statistics on the basis of large volumes of data, and
allows their fast publication. The authors present the characteristics of the applied data sources and
functional sub-systems, the assumptions for the created models and the most important new
statistics. They emphasise the role of information obtained by means of TranStat for the shaping of
the country’s transport policy.

Marek Cierpial-Wolan, PhD, DSc, Professor at the University of Rzeszéw, and Galya Stateva,
PhD, in the paper entitled The evaluation of (big) data integration methods in tourism deal with the
issue of integration of data from several sources, including large volumes of information.
According to the authors, this is a prerequisite to obtaining good-quality information that official
statistics could disseminate in near-real time mode. Their study is based on data on Poland and
Bulgaria, drawn from three popular booking portals. The authors asses the usefulness of the
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following methods of data integration in tourism statistics: Natural Language Processing (NLP),
machine learning algorithm, ie. K-Nearest Neighbours (K-NN) using TF-IDF and N-gram
techniques, and Fuzzy Matching, all belonging to probabilistic methods. The study shows that data
obtained by means of web scraping deserve special attention. Fuzzy Matching based on the
Levenshtein algorithm combined with Vincenty’s formula turns out to be the most effective among
all the tested methods.

The paper entitled Current challenges and possible big data solutions for the use of web data as
a source for official statistics by Prof. Piet Daas and Jacek Maslankowski, PhD, underlines the
importance of web scraping and points to the growing interest of the scientific and administrative
circles in this technique of data extraction. The authors focus on the contemporary problems
connected to the availability, extraction and application of information from websites, and propose
potential solutions. Their research is based on the case study performed in 2022 on the sample
consisting of 503,700 websites. The study demonstrates that one source of URLs (a database) might
not be sufficient to obtain reliable web data. In the authors’ case study, almost 20% of URLSs turned
out to be unavailable, because the websites did not exist anymore or their owners blocked the
access to robots.txt file, which made web scraping impossible. Therefore, using several sources is
preferable.

Digital transformation and data ecosystem: implications for policy actions and competency
frameworks by Monika Rozkrut, PhD, presents the European Union’s policy on digital
transformation and its development potential. The author performs a critical analysis of the
progress in the area of operationalisation and implementation of the relevant policies, and
identifies especially difficult tasks which can negatively impact the achievement of strategic goals.
The study draws attention to the serious problem of a shortage of experts able to perform new
functions in a dynamically-developing ecosystem of data, defines desirable skills allowing the
effective management of data, and emphasises the role of data steward, key to supporting the fast
development of a data ecosystem in the EU.

The article entitled Improving research on environmental noise pollution and its impact on the
population in the context of sustainable development by Jerzy Auksztol, PhD, DSc, Professor at the
University of Gdansk, deals with the question of improving statistics that enable research into the
population’s exposure to noise in the context of sustainable development. The author stresses that
the research into the intensity of noise in the environment has a long tradition, and the negative
influence of this factor on health and its environmental and economic aspects are constantly
explored. The article discusses tools enabling further research into this topic offered by official
statistics.

The issue concludes with Joanna Sadowy’s presentation of Statistics Poland’s new publications.

We wish you pleasant reading.

Malgorzata Tarczynska-Luniewska, PhD, DSc
Professor at the University of Szczecin
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TranStat: an intelligent system for producing
road and maritime transport statistics
using big data sources'’

Dominik Rozkrut,?| Anna Bilska |° Michat Bis, Justyna Pawtowska“

Abstract. The development of digital technologies, increasing the availability of big data and
advanced processing techniques have enabled Statistics Poland to modernise the system for
producing road and maritime transport statistics. As a result of the activities undertaken to
adopt modern big data technologies and data from sensors, e.g. the Automatic Identification
System (AIS) or the e-TOLL electronic toll collection system, new statistics have been obtained
and data dissemination has accelerated. In addition, these activities ensure continuity in data
production, especially in situations where collecting data from individuals may be difficult (e.g.
the COVID-19 epidemic). The primary purpose of this article is to present the innovative
TranStat system that enables the production of road and maritime transport statistics based on
large volumes of data in order to shape the country’s transport policy. The system was
developed under the GOSPOSTRATEG programme and implemented by Statistics Poland, the
Statistical Office in Szczecin, the Maritime University of Szczecin, and the Cracow University of
Technology. The study presents the most important aspects of the TranStat system, i.e. the
characteristics of data sources, the description of functional subsystems, assumptions of the
developed models and result data for traffic statistics, transport performance and exhaust
emissions calculations for both types of transport. This study also provides information on
smart forms implemented by Polish official statistics, reducing the burden on respondents and
the costs of surveys.

Keywords: road transport, maritime transport, traffic intensity, transport performance, exhaust
emissions, smart forms, big data, TranStat, GOSPOSTRATEG, AlS, e-TOLL

JEL: C55, R41, G53, C80

T Artykut zostat opracowany na podstawie referatu wygtoszonego na konferencji Metodologia Badar Staty-
stycznych MET2023, ktéra odbyta sie w dniach 3-5 lipca 2023 r. w Warszawie. / The article is based on
a paper delivered at the MET2023 Conference on Methodology of Statistical Research, held on 3rd-5th July
2023 in Warsaw.
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TranStat - inteligentny system produkgji
statystyk transportu drogowego i morskiego
z wykorzystaniem big data

Streszczenie. Rozwoj technologii cyfrowych, zwiekszenie dostepnosci danych typu big data
oraz zaawansowane techniki ich przetwarzania umozliwity polskiej statystyce publicznej uno-
woczesnienie systemu produkcji statystyk transportu drogowego i morskiego. Dzieki dziata-
niom podjetym w celu adaptacji nowoczesnych technologii big data i danych sensorycznych,
m.in. z systemu automatycznej identyfikacji statkdw AlS (ang. Automatic Identification System)
czy elektronicznego systemu poboru opfat e-TOLL, uzyskano nowe statystyki oraz przyspieszo-
no proces udostepniania danych. Ponadto dziatania te zapewniaja ciagto$¢ w obszarze produk-
¢ji danych, szczegdlnie w sytuacji, gdy zbieranie danych od respondentéw moze by¢ utrudnio-
ne (np. podczas epidemii COVID-19). Gtéwnym celem niniejszego artykutu jest zaprezentowa-
nie innowacyjnego, opracowanego w ramach programu GOSPOSTRATEG systemu TranStat,
ktéry umozliwia produkcje statystyk transportu drogowego i morskiego z wykorzystaniem
wielkich wolumenéw danych i tym samym stuzy ksztattowaniu polityki transportowej kraju.
Projekt TranStat zostat zrealizowany przez Giéwny Urzad Statystyczny, Urzad Statystyczny
w Szczecinie, Politechnike Morska w Szczecinie oraz Politechnike Krakowska. W pracy przed-
stawiono najwazniejsze cechy systemu TranStat — scharakteryzowano zrédta danych, opisano
podsystemy funkcjonalne i zatozenia opracowanych modeli oraz podano informacje wynikowe
dla statystyk natezenia ruchu, pracy przewozowej i emisji zanieczyszczeni dla obu rodzajéw
transportu. Oméwiono tez inteligentne formularze wdrozone przez statystyke publiczna, mniej
obcigzajace dla respondentéw i umozliwiajace redukcje kosztow badan.

Stowa kluczowe: transport drogowy, transport morski, natezenie ruchu, praca przewozo-
wa, emisja zanieczyszczen, inteligentne formularze, big data, TranStat, GOSPOSTRATEG, AlS,
e-TOLL

1. Introduction

One of the most critical challenges in the era of the digital revolution is access to
information in the shortest possible time after its collection and processing, resulting
from the expectations of statistical data users. These data are used e.g. in analyses for
monitoring policies and making decisions at all levels of public management. With
the development of big data technology, increased availability of big data volumes,
and the Internet of Things (IoT), Statistics Poland has an opportunity to modernise
the system to produce road and maritime transport statistics. Many studies have
recently explored the possibilities and challenges of using big data in official
statistics, most of which point out the possible applications (Daas et al., 2015). New
data sources are already being used in official statistics. This aligns with the tasks
defined in the Fundamental Principles of Official Statistics. The use of new data
sources helps in the implementation of these tasks (Rozkrut et al., 2021).

The response to the above-mentioned challenges and opportunities was the
implementation of the TranStat project — an intelligent system to produce road and
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maritime transport statistics using large volumes of data for making the country’s
transport policy as part of the GOSPOSTRATEG programme organised by the
National Centre for Research and Development (Pol. Narodowe Centrum Badan
i Rozwoju). The TranStat project was implemented in 2019-2021 by Statistics
Poland, the Statistical Office in Szczecin, the Maritime University of Szczecin, and
the Cracow University of Technology (Gléwny Urzad Statystyczny [GUS], Urzad
Statystyczny w Szczecinie [US w Szczecinie], Politechnika Morska w Szczecinie &
Politechnika Krakowska, 2019, 2020a, 2020b, 2020c, 2020d, 2020e, 2021).

The primary purpose of this article is to present the TranStat system that enables
the production of road and maritime transport statistics in order to shape the
country’s transport policy. The study discusses the most important aspects of the
TranStat system, i.e. the characteristics of data sources, the description of functional
subsystems, the assumptions of the developed models and result information for
traffic statistics, the transport performance, and the calculation of the exhaust
emissions for both types of transport. The study also provides information on the
smart forms implemented by Statistics Poland, which reduce the burden on
respondents and the costs of surveys.

2, Characteristics of data sources used in the TranStat system

2.1. Automatic Identification System (AIS)

Applying big data in the area of transport can provide new insights beyond
traditional transport datasets (Welch & Widita, 2019). AIS is an Automatic
Identification System used on ships to exchange information electronically with
nearby vessels, AIS base stations and satellites. The primary task of the AIS is to
enhance navigation safety (anti-collision system) and to support marine traffic
management for coastal vessel traffic services (VTS). According to the requirements
of Chapter V of the SOLAS Convention developed by the International Maritime
Organization (IMO), the AIS should be installed on:

e all ships of a 300 gross tonnage and more - for international shipping;

e all vessels of a 500 gross tonnage and more not engaged in international shipping;
e all passenger ships, regardless of size.

Statistics Poland gained access to data from the AIS-PL system based on the
Regulation of the Minister of Maritime Economy and Inland Navigation of 26th
September 2018, on the National Ship Traffic Monitoring and Information
Transmission System (Pol. Narodowy System Monitorowania Ruchu Statkow
i Przekazywania Informacji). The AIS’s operation principle is based on the VHF
radio frequency. Data are transmitted using Self Time Division Multiple Access
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(STDMA). Data from the AIS-PL system come from 13 base stations along the
Polish coast. GPS determines the ship’s position.

There are four channels used for the AIS (Figure 1): AIS 1 (channel 87B), AIS 2
(channel 88B), and channels 75 and 76 for satellite communications.

Figure 1. Scheme of the AIS operation
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Within the AIS, there are 27 messages containing:

e dynamic data (related to the information about the ship’s movement) from ship
sensors (automatic data transmission). The transmission frequency depends on
the speed and course change (2-10 s) when the ship is at anchor (3 min). Example
attributes: Maritime Mobile Service Identity (MMSI) number - ship identification
data, longitude, latitude, accuracy class indication, speed over the ground; course
over the ground; angular velocity of turn, the vessel’s navigational status,
universal time coordinated (UTC);

e static data (related to the information about the ship’s characteristics) is entered
directly by the ship’s crew (manual data transmission). Transmission frequency -
6 min. Example attributes: IMO number - ship identification data, MMSI
number, ship name, call sign, ship dimensions, ship type, destination port, ship
draught.
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2.2.ViaTOLL/e-TOLL - electronic toll collection system

ViaTOLL is a toll collection system for toll road sections in Poland, based on radio
technology, built by Kapsch. It operated until 30th September 2021, and was
replaced by e-TOLL on 1st October 2021. Both systems worked simultaneously
during the transition period from 24th June to 30th September 2021.

Map 1. National roads covered by the e-TOLL system

Source: e-TOLL {n.d.).

In Poland, the toll applies on toll motorways, expressways and selected national
roads. The length of the paid sections is currently approximately 3,677 km. Revenues
from the system contribute to the National Road Fund for further investments in
expanding the road network in Poland and modernising the existing road
infrastructure. The viaTOLL system (now e-TOLL) is a mandatory system for all
motor vehicles and combinations of vehicles with a gross vehicle weight of over
3.5 tonnes, as well as for buses, regardless of their gross vehicle weight. The viaTOLL
system consisted of 951 gates (Map 1) and on-board devices placed in vehicles. In
addition, toll collection control vehicles were used. When driving under a gate, the
recording device placed on it collected the toll from the individual user account. The
e-TOLL system, the successor of the viaTOLL system, is a solution implemented and
supervised by the Head of the National Tax Authority (Pol. Szef Krajowej
Administracji Skarbowej). It is based on the technology of determining the user’s
position using satellite positioning with virtual gates. Each vehicle user obliged to
pay the toll may choose one of the methods of transferring location data to the
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system: using a free application installed on a mobile device, a GPS tracker factory
installed in vehicles (Pol. Zewnetrzny System Lokalizacyjny — ZSL) or the On Board
Unit (OBU).

3. TranStat system - assumptions, architecture, implementation

When developing the concept of the TranStat system, several assumptions were
made based on the general requirements for modern IT systems, including:
implementation of open standards, technological neutrality (vendor lock-in),
compliance with applicable laws, modular construction, easy expansion with new
system functionalities in the future, and ensuring an appropriate level of security. In
addition, due to the specificity of sensor data and the need to process data in real
time, the requirements for scalable big data solutions (volume, variety and velocity)
were considered.

The TranStat IT system was developed and implemented in Statistics Poland’s
production environment.?

The following functional subsystems have been developed as part of the system:

e data collection and processing subsystem, responsible for the following processes:
decoding AIS data; processing data from sensors; integration, validation,
transformation and aggregation of data;

o the internal data presentation and analysis subsystem enables data exploration,
visualisation, and statistical analyses using the RStudio and Apache Zeppelin
tools;

e data presentation and analysis subsystem - external, intended for an external
recipient, operating based on calculated aggregates and indicators.

Figure 2 shows the flow and processing of data in the TranStat system to obtain
new statistics from large datasets from sensors, i.e. the AIS and the e-TOLL, and to
contribute to smart forms.

Due to the nature of the data, it was necessary to consider two types of data
processing: batch processing (e-TOLL) and real-time processing of sensor data
(AIS).

Data in the data collection and processing subsystem is stored in the Hadoop
Distributed File System (HDFS) in the form of CSV files, and the process of storing
sensor data is carried out by using dedicated tools for handling data streams, i.e.
Spark Streaming. The data from the AIS-PL system are decoded from the NMEA
format before being saved. Most planned sub-processes, i.e. validation,
transformation, integration and aggregation as part of the data collection and

2 Application link: https://transtat.stat.gov.pl (GUS, n.d.).
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processing are implemented using the Scala programming language in the Apache
Spark platform. To enable an advanced analysis and visualisation of spatial data for
the internal subsystem of presentation and analysis, the RStudio Server and Apache
Zeppelin tools have been implemented, through which it is possible to work directly
on previously prepared data structures located on a data cluster in the HDFS.

Figure 2, Data flow and processing in the TranStat system
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As part of the external data presentation and analysis subsystem, an application
and database server were implemented in a separate Demilitarized Zone to provide
a dedicated application presenting statistical products (information on traffic
volume, transport performance and emissions, metadata and charts). The designed
web application was made in the ASP.NET MVC environment (Model, View,
Controller) with the .NET Framework technology in the C# programming language
and supported by front-end technology (XHTML, CSS, JavaScript, jQuery,
Bootstrap).

4, Maritime traffic intensity statistics

4.1. Assumptions

Many works indicate the need for an in-depth analysis of maritime traffic (Vasilev &
Sulova, 2023) or, more broadly, multimodal transport flows (Zhang et al., 2018). To
identify the phenomenon for four ports of primary importance to the national
economy: Gdatisk, Gdynia, Szczecin and Swinoujécie, points (containing geographic
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coordinates: longitude and latitude) were determined, which form polygons that fall
within the boundaries of the ports based on the regulation of the minister competent
for maritime economy. These constituted areas for the study of ship traffic volume.
Traffic intensity is understood as flow intensity, defined as the number of
transport units passing through the boundary line of an area in a specific time
interval (e.g. Map 2). To develop a methodology for calculating the traffic intensity
in a specified area and in a particular unit of time, depending on the method of
calculating the intensity and the location of the calculation procedure on the time
axis, the method of counting units based on notification times was used. As a result
of the developed algorithms for traffic intensity in maritime transport, the following
variables and breakdowns are obtained:
e variables: number of ships at a seaport; number of arrivals/departures by
maritime vessels;
e breakdowns: time (day, month, quarter, year); spatial: ports located on the coast
of Poland; means of maritime transport: by type, by country of flag.

Map 2. Traffic intensity for maritime transport as of 1st January 2023
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Source: authors’ work based on the results from the Tran5tat system (GUS, n.d.).

4.2. Outcome information

Years 2021 and 2022 were selected for the port of Szczecin to generate traffic
statistics in maritime transport. The visualisation was made in months.

Figure 3 shows the number of ships arriving at the port of Szczecin by month in
2021 and 2022. The number of ship departures is very similar in a given month.
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When analysing the graph, one can notice fluctuations - the traffic volume was not
even in the analysed period. The largest number of vessel entries into the port in
2021 was recorded in March (583), while the largest number of entries into the port
in 2022 was recorded in August (427). The total number of ship arrivals in 2022 was
lower than in 2021, which was recordable almost every month. It is worth
emphasising that the presented experimental statistics generated based on AIS data
differ from the official statistics obtained based on the TransMor survey,
implemented in 2022 as ‘smart forms’, where AIS data play a qualitative role. It can
be expected that the experimental statistics will coincide with official statistics
shortly.

Figure 4 shows the number of ships entering the port of Szczecin by month and
by ship type in 2022. The data presented relates only to cargo ships, passenger ships,
tankers and ships classified as other (e.g. with an unknown ship type code). The
analysis excludes such types of vessels as: fishing, service, tugboats, pushers,
dredgers, research and scientific vessels, pilots, and rescue vessels - SAR. The
dominant kind of ships arriving at the port of Szczecin were cargo ships, with the
highest values in March (230) and May (232) 2022. The number of tankers entering
the port of Szczecin in 2022 ranged from 78 to 133. The number of passenger ships
is seasonal; the highest number of vessel arrivals was recorded in August (81) and
July (53) 2022.

Figure 3. Number of vessel arrivals at the port of Szczecin by month
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Source: authors’ work based en the results from the TranStat system (GUS, n.d.).
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Figure 4. Number of vessel arrivals at the port of Szczecin by month and vessel type in 2022
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Source: authors' work based on the results from the TranStat system (GUS, n.d.).

5. Transport volume statistics in maritime

5.1. Assumptions

So far, maritime statistics have been presented as aggregated information obtained
from respondents in a survey on carriages by maritime cargo-carrying and coastal
transport fleets (on the T-08 form). The problem was that these data concerned
transport carried out by Polish operators using their vessels or leased from foreign
ship owners. In addition, the data were provided collectively for a given year and it
was impossible to analyse e.g. the frequency with which ships travelled on specific
routes and, thus, the variability of the transport volume over time. Gaining access to
the AIS and the application of modern techniques in processing big data sets enabled
receiving complete statistics on transport volume for goods and passengers carried
on the routes with seaports located along the coastline of Poland. Transport volume
is understood as the product of the transport performed by the given means of
transport: the length of the road (number of kilometres) and the number of tonnes
of transported goods (freight cargo). The unit of measurement is the tonne-
kilometre (tkm) - one tonne-kilometre is the transport of 1 tonne of cargo over
1 km. In the case of the transport volume estimation model, it is planned to present
possible ship routes in a directed (weighted) graph, where the graph’s vertices are
waypoints or quays and the edges are straight sections between them. Each edge
contains the coordinates of the start and end points, and its weight is the length of
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the segment between individual nodes, calculated by the Haversine formula

(distance). As a result of the developed algorithms and combined data sources, the

following was obtained:

e variables: transport volume for goods and passengers; total distance - the distance
travelled by all vessels on arrival/departure relations when carrying goods or
passengers;

e breakdowns: time (day, month, quarter, year); spatial: ports located on the coast
of Poland, direction, country; means of maritime transport: by type, by flag, by
gross tonnage; type of cargo: cargo group, commodity group.

5.2. Outcome information

Regarding transport volume, cargo transported by sea is delivered through Polish
ports. The period of 2021-2022 for the port of Szczecin was analysed (Figure 5).
Over the described time interval, the highest cargo throughput was recorded in
October 2022 and amounted to 1.125 thousand tonnes. The type of cargo considered
was dry bulk cargo, predominant in the port of Szczecin.

Figure 5. Cargo turnover in the port of Szczecin by month
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Source: authars' work based on the results from the TranStat system (GUS, n.d.).

The transport volume was obtained by combining information on the quantity of
goods carried and the distance travelled. Based on the two-year data, it is easy to
notice fluctuations in the transport volume, which consists of the weight of goods
transported and the distances travelled. The highest value for maritime transport
volumes on routes with the port of Szczecin was reached in October 2022 - over 37
million tkm, which in this case was associated with the highest annual throughput
and the longest distance travelled (Figure 6).
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Figure 6. Transport velume on the routes with the port of Szczecin
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Source: authors’ work based on the results from the TranStat system (GUS, n.d.).

6. Emissions statistics generated based on maritime transport

6.1. Assumptions

Using big data to support low-carbon transport policies in Europe provides new
opportunities for the analysis of real-world emissions, which is invaluable in this
context (De Gennaro et al., 2016). Emission accounting has seen a major innovation
in recent years. Big data, especially AIS data, has played a key role in this innovation

(Yin et al., 2021). The emission of pollutants generated by ships significantly impacts

the marine atmospheric environment, seaports and adjacent areas. Therefore, the

issue of ship emissions as a local source of pollution for port cities is an essential
aspect of air quality assessment. Transport ships with a gross tonnage of 100 GT and
more were analysed to estimate the pollutants emitted by maritime transport.

To obtain information on the emissions of a given ship, a solution based on

developed models has been implemented, i.e.:

o reference model: requiring the preparation of a matrix of characteristic technical
parameters dedicated to the ship, enabling the determination of the value of
individual emissions;

e specific model: using machine learning on a representative dataset from the
reference model. The input parameters are the basic parameters of AIS messages,
and the emission values are the output;
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e generic model: used when a specific model obtains limit values or input data
outside the acceptable range, e.g. ship length over 300 m. For such vessels, the
boundary values of the pollutant estimation have been determined empirically.
Exceeding the maximum values of any emission (CO;, SO, NO,, PM) of the
specific model causes the estimation to be recalculated.

It was assumed that the input requirements for AIS messages will be as follows:
ship type t€(0; 39)U{50; 99) (non-displacement units have been eliminated); speed
SOG = 0Okt; length and width L > 0 m and B > 0 m; draft T > 0 m; position ¢ € (-90°;
90°) and A € (-180°; 180°).

The statistics also consider and define an additional reference level of CO,
emissions by MEPC.308(73) Resolution of 26th October, 2018.

As a result of the developed algorithms, the following variables and breakdowns
are obtained:

e variables, among others: NO, emission (nitrates, nitrites); SOy« emission
(sulphates, sulphites); CO, emission (carbon dioxide); PM emission (particulate
matter);

e breakdowns: time (day, month, quarter, year); spatial: ports located on the coast
of Poland; means of maritime transport: by type, by gross capacity.

6.2. Outcome information

The results of the work are statistics obtained from the TranStat system in the field
of emissions generated by maritime transport, thanks to which it is possible to
analyse the environmental impact of pollution from maritime vessels.

The largest share in the CO, emissions generated utilising maritime transport in
November 2022 was by ships entering/leaving the port of Gdansk (Figure 7). This
port’s highest amount of CO, pollution was recorded on 5th November 2022, and it
was 1,212.5 tonnes. When interpreting the results, it is essential to note that it is
a seaport with the country’s highest annual throughput and many ship arrivals.
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Figure 7. Daily CO, emission in November 2022 by seaport
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Regarding the port of Szczecin, the analysis of CO, emissions was carried out for
two years — 2021 and 2022 (Figure 8). Emissions for most months were higher in
2022 than in 2021. The highest emissions were recorded in March, September,
October and November 2022, which is related to the high throughput observed in
this period and more ship arrivals for bulk cargo transport, for which the emission
volumes are the highest.

Figure 8. Monthly CO, emission in the port of Szczecin
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Source: authors’ work based on the results from the TranStat system (GUS, n.d.).
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7. Traffic statistics in road transport

7.1. Assumptions

The indicators presented in the TranStat system in the area of road transport are

calculated based on parameters of all transactions generated in the e-TOLL system

and the number of vehicles:

e number of transactions: the number of toll transactions for vehicles subject to toll,
registered on the toll section;

e number of vehicles: unique number of vehicle occurrences at a toll collection
point or section.

The analysed dataset is supplemented with an additional electronic set containing
information on virtual gates of the e-TOLL system and toll collection stations of the
system according to the following structure: unique name of the gate in the system
and identifier of the toll collection station; longitude (GPS coordinate in decimal
format); latitude (GPS coordinate in decimal format).

In total, there are 951 virtual gates on motorways, expressways and national roads
covered by the e-TOLL system. Assuming that a journey is through at least two toll
collection points, the following variables have been defined:

e number of trips: the vehicle completed a trip under the e-TOLL system if it was
registered in at least two transactions from the analysed dataset;
e travel time.

To create statistics on traffic volume, it was assumed that a vehicle made a trip
under the e-TOLL system if it was registered in at least two transactions from the
analysed dataset. A journey lasting more than 0.15 hours was assumed to be long
enough to be included. The elimination of ‘zero-distance’ journeys in the analysis
allowed disturbances in the values of statistical indicators to be removed. After
supplementing the toll collection points with the length of the section, the third
variable was defined: several kilometres travelled - the number of vehicles that have
travelled a given section multiplied by the length of the section.

The following dimensions were considered for the defined variables:

e time: day, week, month;
o spatial: vehicle registration country (Poland, abroad, unknown) and road number;
e categories of entities/vehicles according to payload groups (gross vehicle weight —

GVW):

o light vehicles: load group 13 (vehicles of a GVW of 3.5 tonnes or less); load
group 14 (vehicles of a GVW of 3.5 tonnes or less, capable of towing a trailer
and vehicles of a GVW exceeding 3.5 tonnes);

o coaches, capacity group 30, with more than nine seats (including the driver);

o heavy-duty vehicles: load group 41 (heavy-duty vehicles of a GVW above 3.5
tonnes and below 12 tonnes); load group 42 (heavy-duty vehicles of a GVW
above 3.5 tonnes and below 12 tonnes with the physical ability to tow a trailer
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and vehicles of a GVW above 12 tonnes); load group 50 (heavy-duty vehicles of
a GVW of over 12 tonnes);

e categories of entities/vehicles according to the Euro emission class (0-6) -
European emission standard specifying the permissible emissions in new vehicles
sold in the EU and the European Economic Area.

In addition, the Enhanced Environmentally Friendly Vehicle (EEV) emission
standard was included, assuming a reduced level of particulate emissions;
compliance with this standard is voluntary.

7.2. Outcome information

The information obtained from the developed methodology for measuring traffic
statistics in road transport makes it possible to characterise the fleet of vehicles,
measure traffic on road sections covered by the e-TOLL system and present data on
traffic volume. The specificity of the acquired data and the option of processing
them in real time enables the presentation of indicators in breakdowns from daily,
through monthly to annual. The results below show the traffic volume on road
sections covered by the e-TOLL system by the number of vehicles for the exemplary
period between 8th and 14th December 2022. The number of vehicles travelling on
toll road sections in the analysed period was uneven for individual days of the week
(Figure 9). On working days, the daily traffic volume ranged from approx. 160 to
about 170 thousand vehicles, while on Saturday and Sunday, which fell on 10th and
11th December, the number of vehicles recorded in the e-TOLL system was
significantly lower and amounted to approx. 71 and approx. 45 thousand vehicles,
respectively.

Figure 9. Daily traffic volume on the road network covered by the e-TOLL system
by number of vehicles, 8th—-14th December 2022

no. of vehicles in thousands

174,376

180 170,812 164,629 167,141 162,854
160
140
120
100

80 71,316

60 44,977

40

20

o]
8th oth 10th 11th 12th 13th 14th

Source: authors’ work based en the results from the TranStat system (GUS, n.d.).



D. ROZKRUT, [A. BILSKA |, M. BIS, J. PAWLOWSKA TranStat: an intelligent system for producing road... 17

The daily transactions in the analysed week ranged from 3,924,247 (8th December
2022) to 996,293 (11th December 2022). The total number of records from
transactions amounted to approx. 20 million. The e-TOLL system covered one
million vehicles travelling on the toll road network in the presented week. The scope
of data supplied with the bi-weekly frequency of the TranStat application allows the
recipients to be presented with several detailed traffic indicators, including
individual vehicle categories (Figure 10) and emission class or road section (Figure 11).

Figure 10. Weekly traffic volume on the road network covered by the e-TOLL system
by vehicle category, 8th—14th December 2022
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Figure 11, Monthly traffic volume on the A1 motorway for all vehicle categories in 2022

no. of vehicles in thousands
(ﬂ
3 5> & @% & b.<\\ A hﬁ&
N R AT P &
N

@‘
FaY

May  June  July  Aug. Sept. Oct

10
®
)
u%m

1l

Source: authors’ work based en the results from the TranStat system (GUS, n.d.).




18 Wiadomosci Statystyczne. The Polish Statistician 2023 | 12

8. Emissions statistics generated based on road transport

A method using the COPERT programme - a standard calculator of vehicle
emissions — was used to estimate the level of emissions generated by road transport.
It uses vehicle population, mileage, speed and other data such as ambient
temperature, and calculates the emissions and energy consumption for a specific
country or region. The development of COPERT is coordinated by the European
Environment Agency (EEA) as part of the activities of the European Topic Center
on Air Pollution and Climate Change Mitigation. The Joint Research Center of the
European Commission manages the scientific development of the model. COPERT
has been developed to compile oftficial inventories of road transport emissions in the
European Economic Area member countries. However, it applies to all relevant
scientific and academic research. Using a software tool for calculating emissions
generated through transport allows for a transparent, standardised and thus
consistent and comparable procedure for collecting data and reporting emissions.

8.1. Assumptions

The use of the COPERT programme makes it possible to estimate the amount of

emissions generated by road transport based on the following input (supply) data:

e number of vehicles by type: lorries, road tractors, urban buses. The data source on
the number of vehicles is the Central Vehicle Register (Pol. Centralna Ewidencja
Pojazdow — CEP). The data set for the COPERT programme includes the number
of cars for each category of vehicles, broken down by GVW and EURO emission
class;

e data on vehicle mileage by type of vehicle from the CEP based on readings made
by district vehicle inspection stations (Pol. okregowe stacje kontroli pojazddw)
and road inspections carried out by the Police: average annual mileage; average
total mileage (since production);

o vehicle speed data by vehicle 1 type: on urban roads at peak, oft-peak; on rural
roads; on highways;

e share of specific types of vehicles on particular types of roads: on urban roads at
peak, off-peak; on rural roads; on highways. Data on the share of vehicles on
particular types of roads supplied to the COPERT programme are estimated
values calculated based on the data of the General Directorate for National Roads
and Motorways (Pol. Generalna Dyrekcja Drég Krajowych i Autostrad -
GDDAKiA) after verification with the initial data of the COPERT programme;

e meteorological data of the Institute of Meteorology and Water Management (Pol.
Instytut Meteorologii i Gospodarki Wodnej - IMGW): average monthly
minimum and maximum temperature; average monthly air humidity.

As a result of the performed estimates, data on the volume of emissions are
obtained, such as: NMVOC - non-methane volatile organic compounds; PM,s -
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particulate matter; NOy — nitrogen oxides; CH4 — methane; CO, - carbon dioxide;
N,O - nitrous oxide.

The following breakdowns are defined for the output variables:

time: year, quarter;

spatial: Poland, voivodships;

vehicle category by type: lorries, road tractors, urban buses;

category of the entity/vehicle according to the EURO emission class (2-6);
category of the entity/vehicle by load group (GVW): heavy-duty vehicles (0-7.5 t;
7.5-12 t; 12-14 t; 14-20 t; 20-26 t; 26-28 t; 28-32 t; 32-36 t); heavy-duty vehicles
with a trailer (14-20 t; 20-28 t; 28-34 t; 34-40 t; 40-50 t; 50-60 t); coaches
(0-15t; 15-18 t; 18+ t).

8.2. Outcome information

The data presented in the TranStat application show the volume of emissions
generated by road transport on an annual and quarterly basis, broken down by type
of pollution (Figures 12 and 13). These data are presented for individual categories
of vehicles, detailing such vehicle characteristics as the gross vehicle weight and the
Euro emission class. The data on vehicle emissions within individual emission
classes also contain information on the number of registered vehicles for each Euro
class. This additional variable allows for the correct interpretation of the results.

Figure 12, Particulate matter emission by vehicle type in 2021
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Figure 13. Carbon dioxide emissions by vehicle emission class in 2021
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9. Electronic forms

As part of the TranStat project, the 1.48.02 Freight and passenger road transport
(TD-E) and 1.50.01 Sea and coastal transport (TransMor) statistical survey forms
were designed and adapted to the new requirements and needs of the respondents
(intelligent electronic forms were provided to the respondents). It was carried out to:
o reduce the burden on respondents and the costs of statistical surveys;

e improve the method of collecting data in statistical surveys (TD-E, TransMor) by

implementing mechanisms for autocomplete data (on vehicles and ships);

e improve the quality and completeness of statistical surveys.

Improving the method of collecting data in surveys allows respondents to fulfil
the reporting obligation faster and easier while maintaining the security standards of
the transmitted data, as well as high efficiency and ergonomics.?

The innovation of the solution consists in the implementation of rules for the
automatic imputation of values from external sources, i.e.:

e for the TD-E survey - e-TOLL, the Database of Statistical Units (Pol. Baza

Jednostek Statystycznych), and the Central Vehicle and Driver Register (Pol.

Centralna Ewidencja Pojazdow i Kierowcow);

3 TransMor application — https://transmor.stat.gov.pl (GUS & US w Szczecinie, n.d. b). TD-E application -
https://tde.stat.gov.pl (GUS & US w Szczecinie, n.d. a).


https://transmor.stat.gov.pl/
https://tde.stat.gov.pl/
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o for the TransMor survey, the AIS and the National Single Window (NSW) system
- information on ship arrivals at seaports based on IMO FAL documents.
External data sources (outside official statistics) made it possible to obtain

additional information on ships calling at ports (AIS-PL, NSW) and heavy-duty
vehicles and coaches travelling on toll road sections covered by the e-TOLL system.
In the case of sea transport, access to NSW gives an additional opportunity to view
the transported cargo, significantly improving the data quality. To download
information in real time from the NSW system (from the Maritime Office in
Gdynia), a SOAP API server (Simple Object Access Protocol - communication
protocol based on XML) was implemented in the DMZ of official statistics. The
NSW system has a pervasive structure for data exchange directly between systems in
the s2s mode (system to system). Implementing the environment in the Web
Services technology was developed using the Apache HTTP server, PHP language
and MS SQL Server database. Downloading data from sensors from the AIS-PL
system and the e-TOLL is carried out by the data collection and processing
subsystem of the TranStat system, e.g. for AIS-PL data by using a dedicated tool for
handling data streams, i.e. Spark Streaming, which is a component of the Apache
Spark platform. A detailed scheme of feeding forms from external sources is
presented in Figure 2. Both forms were developed in the .NET Framework
technology - ASP.NET MVC (Model, View, Controller) in the C# programming
language, enabling data registration in a responsive web application (the interface is
adjusted depending on the user’s equipment, i.e. computer, tablet, mobile phone),
thanks to which they retain complete functionality and ease of use.

10. Conclusions

The TranStat system has been implemented for statistical production and is an

excellent enrichment of the Polish official statistics information system.

Modernisation of the current approach for producing road and maritime transport

statistics based on big data methods and tools was one of the overriding goals of the

project.
The process was implemented through:

e obtaining access to big data streams for road (e-TOLL) and maritime (AIS, NSW)
transport based on the completed legislative process, which guarantees the
stability of data sources;

e cooperation with the scientific community as part of the methodology
development for estimating traffic intensity, transport performance and emissions
generated by road and maritime transport;
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creating a complete system production environment for all functional subsystems
of the TranStat system;

development of interfaces between individual system components;
implementation of the necessary big data technology for data from sensors,
enabling an automated data flow process, validation, processing and visualisation;
development and implementation of algorithms (Apache Spark/Scala) enabling
stream processing, data decoding (AIS) and necessary transformations for data
from the AIS and e-TOLL systems;

development and implementation of algorithms (Apache Spark/Scala) to generate
new statistics for both types of transport (based on developed transport models);
the design and implementation of intelligent electronic forms (containing data
autocomplete mechanisms) that allow respondents to fulfil the reporting
obligation faster and more efficiently while maintaining the security standards for
the transferred data.

The benefits of using large data volumes (AIS, e-TOLL), downloaded in real time

as part of the TranStat system, are:

obtaining new information (before unavailable to recipients) on traffic intensity,
transport performance and emissions generated by road and maritime transport
that is necessary for making and monitoring transport policy at the national,
regional and local levels;

obtaining new knowledge trends regarding maritime and road transport statistics
by using the correlation of multiple data sources;

the ability to carry out in-depth analyses and evaluations of the communication
system;

providing high-quality data in a short time;

reducing the burden on respondents fulfilling the reporting obligation through
the use of smart forms; using methods and rules of automatic value imputation
will strengthen the public’s trust in public sector institutions;

reducing survey costs by using non-statistical sources.

In addition, implementing the TranStat project strengthened the domain and

analytical knowledge of the substantive employees of the Maritime Statistics Centre

Transport and Communications Statistics Centre. It made it possible to build the

competencies of the Data Engineering Centre employees at the Statistical Office in

Szczecin in the area of big data, which guarantees the stability of the system’s

ongoing maintenance and the possibility of carrying out development works.
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The evaluation of (big) data integration methods
in tourism’

Marek Cierpiat-Wolan,® Galya Stateva®

Abstract. In view of many dynamic changes taking place in the modern world due to the
COVID-19 pandemic, the migration crisis, armed conflicts, and other, it is a major challenge for
official statistics to provide high-quality information, which should be available almost in real
time. In this context, the integration of data from multiple sources, in particular big data, is
a prerequisite. The main aim of the study discussed in the article is to characterise and evaluate
the following selected methods of data integration in tourism statistics: Natural Language
Processing (NLP), machine learning algorithm, i.e. K-Nearest Neighbours (K-NN) using TF-IDF
and N-gram techniques, and Fuzzy Matching, belonging to the group of probabilistic methods.

In tourism surveys, data acquired using web scraping deserve special attention. For this
reason, the analysed methods were used to combine data from booking portals (Booking.com,
Hotels.com and Airbnb.com) with a tourism survey frame. The study is based on data regarding
Poland and Bulgaria, downloaded between April and July 2023. An attempt was also made to
answer the question of how the data obtained from web scraping of tourism portals improved
the quality of the frame.

The study showed that Fuzzy Matching based on the Levenshtein algorithm combined with
Vincenty's formula was the most effective among all the tested methods. In addition, as a result
of data integration, it was possible to significantly improve the quality of the tourism survey
frame in 2023 (an increase was observed in the number of new accommodation establishments
in Poland by 1.1% and in Bulgaria by 1.4%).

Keywords: data integration methods, tourism survey frame, web scraping
JEL: C1,C81, 232

Ocena metod integracji danych dotyczacych turystyki
z uwzglednieniem big data

Streszczenie. W obliczu wielu dynamicznych zmian zachodzacych we wspétczesnym swiecie,
spowodowanych m.in. pandemig COVID-19, kryzysem migracyjnym i konfliktami zbrojnymi,
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ogromnym wyzwaniem dla statystyki publicznej jest dostarczanie informacji dobrej jakosci,
ktére powinny by¢ dostepne niemalze w czasie rzeczywistym. W tym kontekscie warunkiem
koniecznym jest integracja danych, w szczegdlnosci big data, pochodzacych z wielu zrédet.
Gléwnym celem badania omawianego w artykule jest charakterystyka i ocena wybranych
metod integracji danych w statystyce w dziedzinie turystyki: przetwarzania jezyka naturalnego
(Natural Language Processing — NLP), algorytmu uczenia maszynowego, tj. K-najblizszych
sasiadow (K-Nearest Neighbours — K-NN), z wykorzystaniem technik TF-IDF i N-graméw, oraz
parowania rozmytego (Fuzzy Matching), nalezacych do grupy metod probabilistycznych.

W badaniach dotyczacych turystyki na szczegélng uwage zastuguja dane uzyskiwane za
pomoca web scrapingu. Z tego powodu analizowane metody wykorzystano do faczenia
danych pochodzacych z portali rezerwacyjnych (Booking.com, Hotels.com i Airbnb.com)
z operatem do badan turystyki. Postuzono sie danymi dotyczacymi Polski i Butgarii, pobranymi
w okresie od kwietnia do lipca 2023 r. Podjeto takze prébe odpowiedzi na pytanie, jak dane
uzyskane z web scrapingu wptynety na poprawe jakosci operatu.

Z przeprowadzonego badania wynika, ze najbardziej przydatne sposréd testowanych metod
jest parowanie rozmyte oparte na algorytmach Levenshteina i Vincenty’ego. Ponadto
w wyniku integracji danych udato sie znaczaco poprawic¢ jakos¢ operatu do badan turystyki
w 2023 r. (wzrost liczby nowych obiektéw w Polsce o 1,1%, a w Butgarii — o 1,4%).

Stowa kluczowe: metody integracji danych, operat do badan turystyki, web scraping

1. Introduction

The modern world is determined by many threats, both global and local. World
economies are facing increasing problems such as instability caused by numerous
armed conflicts, energy crises, and the unprecedented scale of global migration.
Additionally, since the beginning of 2020, the world has been struggling with the
COVID-19 pandemic, which continues to affect many areas of our lives. All these
circumstances are causing various effects of a socio-economic nature, which impact
several economy sectors, and the tourism industry in particular. This leads to the
emergence of huge demand for tourism-related data.

To provide high-quality, real-time information, it is necessary to integrate data
from various sources, i.e. administrative registers, databases using information from
censuses and sample surveys, and, most importantly, big data. Developing
innovative methods of data integration has therefore become an imperative for
academia and official statistics.

Data sources used so far by official statistics to create frames for tourism surveys
have proven insufficient. This is due to both the specifics of the tourism market
(short-term and sometimes incidental activity) and the fact that some part of the
tourism-related activity is hidden in the shadow economy. In this context, big data is
becoming an indispensable source of data.

The main aim of the study discussed in the article is to characterise and evaluate
the following selected methods of data integration in tourism statistics: Natural
Language Processing (NLP), machine learning algorithm, i.e. K-Nearest Neighbours
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(K-NN) using TF-IDF and N-gram techniques, and Fuzzy Matching, belonging to
probabilistic methods. In addition, we evaluated the quality of the tourism survey
frame by obtaining data from web scraping of tourism portals. Selected methods
were used to combine data from booking portals (Booking.com, Hotels.com and
Airbnb.com) with the tourism survey frame in Poland and Bulgaria in 2023.

2, Big data in tourism statistics

Nowadays, the term ‘big data’ is used to describe a way of acquiring knowledge and
learning about reality that is possible thanks to new technologies creating and
processing large data sets. New data sources combined with innovative methods of
processing them (especially machine learning, etc.) provide, in many cases, the
possibility of publishing information on socio-economic phenomena and processes
in a real-time mode, as well as better quality forecasts.

There are many classifications of big data. We assume that these are data from the
following sources:

1. social interactions, especially social networks;

2. data-processing systems directly or indirectly related to business performance;

3. systems of electronic devices that automatically exchange data without human
intervention — Internet of Things (United Nations Department of Economic and
Social Affairs Statistics Division, 2015).

Another classification defines big data as information derived from sensors and
any records of activity from electronic devices, social networks, business
transactions, digital files (web pages, audio recordings, videos, PDF files, etc.) and
real-time transmissions.?

As regards tourism surveys, useful information is that obtained by means of web
scraping, as well as data from mobile network operators, traffic sensors or payment
card operators.

Using web scraping, a technique for automatic extraction of data from websites,
one can obtain valuable information on tourism phenomena and processes. In this
context, online accommodation booking portals are particularly useful, and it is very
important to select appropriate platforms from which data will be drawn. Hence, it is
necessary to get to know the domestic market of online booking and identify the
information resources of these portals. Both platforms with international coverage
(e.g. Booking.com or Hotels.com) and local ones (e.g. Pochivka.bg for Bulgaria and
Nocowanie.pl for Poland) should be taken into consideration. Data from traffic
sensors, the Automatic Number Plate Recognition System (ANPRS), mobile

2Read more at: United Nations Economic Commission for Europe (UNECE), n.d.
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network operators and payment cards are also very useful in monitoring tourist
traffic.

It is worth noting that in European Union countries, traffic sensor data have been
used for many years. Combined with the data from the ANPRS or the smart city
more generally, they have been playing an increasingly important role in tourism
statistics. Data held by mobile network operators, on the other hand, are an
important source of information on the population movements. However, it is
important to point out that this type of data should be subjected to detailed
processing, especially in order to separate information on traffic related to daily
activities from data relevant to tourism statistics. Still, gaining access to mobile
network operators’ data is very complicated, both legally and technologically (e.g. in
the case of border areas, devices repeatedly log in outside the home network). As
regards travel expenses of residents and foreigners, payment card data is the key
source of information, because it takes into account spatial aspects. Companies
operating payment terminals and ATMs have data on transactions made in
individual countries. However, it has to be remembered that in countries with large
migration, payment cards may be held by foreigners, which makes it difficult to
accurately estimate the scale of spending. Therefore, the use of data obtained
through payment cards should be accompanied by the analysis of additional sources
of information to properly determine the status of the cardholder. A detailed
breakdown of expenses (e.g. for lodging, food, transportation, goods) can be
performed using the MCC (Merchant Category Code) classification.

In general, big data can be used in both census and sample surveys in various
ways, e.g. only for data validation, as complementary sources, or to replace existing
surveys entirely. When using these sources, especially in cyclical surveys, a pre-
requisite is to secure the continuity of access to data, both formally and regularly.
This could be done by diversifying data sources, as it is always possible to loose
access to one or another source. In this context, it is important to constantly develop
methods of data imputation and calibration. Data integration systems must be
resistant to the loss of access to different sources of information. In practice, for
example, simulators that integrate different sources of information can be an
alternative to mobile data.® For traffic data at the EU’s internal borders, an
alternative to information from traffic sensors or the ANPRS is to use other sources
such as smart city systems in nearby cities, parking meters, drones or satellite
imagery.

3 An interesting proposal for such a simulator was created in the framework of ESSnet Big Data Il project
(Oanceaetal, 2019).
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Another interesting way to provide constant access to big data is to develop
mobile applications that would provide information and services related to users’
needs, which, in return, collect diagnostic information from mobile devices (e.g.
a travel planning application providing information on transportation, lodging, meal
planning, preferred kinds of entertainment, etc.).

An obvious prerequisite for the use of big data is the positive assessment of their
quality. In 2009, Daas provided some guidelines for the evaluation of the quality of
varjous data sources, pointing out that each ‘dimension’ of quality can be defined by
several indicators (Daas et al., 2009, pp. 6-9). Madlankowski (2015, pp. 173-174)
asserted that the following ‘dimensions’ of the quality of big data were crucial:
unambiguity, objectivity (mapping and reduction errors), inclusion of a timestamp,
granularity or degree of detail, presence of duplicate data, completeness,
accessibility, precision, interpretability, integrity, and consistency.

3. Selected methods of combining data

The process of combining datasets can be implemented by means of many methods.
In the literature there are at least a dozen different methods, not to mention their
variants and modifications. However, all of them belong to one of the following four
groups of methods (Asher et al., 2020):

e Deterministic Record Linkage;

e Probabilistic Record Linkage;

e Data Fusion;

e Statistical Matching.

In the Deterministic Record Linkage and Probabilistic Record Linkage methods,
the combined sets must be large enough for the probability of an object from one set
beign also in the other set to be large as well.

In deterministic methods, the linkage process is based on simple rules of the
logical exact matching of variables — keys. Any deficiencies in the data increase the
risk of error of type I and type II, i.e. false matches and missing matches of records
that should be linked. In probabilistic methods, the estimation of the probabilities of
a random match between two values of a given variable, assuming that the paired
records do not belong to the same unit, and the probabilities of a random mismatch
between the values of a given variable, assuming that the paired records belong to
the same unit, are incorporated into the process of combining data sets. The Data
Fusion and Statistical Matching methods are dedicated to the process of combining
relatively small sets, i.e. those for which the chance of an entity occurring in both sets
is negligible. In the first case, linkage does not occur, but a concatenation of sets
(union of sets) is created, taking into account common variables. Missing data are
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imputed, for example, by interpolation. Statistical Matching is procedurally more
complex and involves both the micro and macro approaches. In the micro approach,
combining sets is done by either concatenation or matching based on similarity.
Missing values are then imputed and record weights are calibrated. In the macro
approach, a synthetic set is not created. The relevant parameters are estimated taking
into account the special role of the covariance matrix of the variables present in both
sets.

In this paper, we present the following data linkage and deduplication methods:
Natural Language Processing machine learning algorithm, i.e. K-Nearest Neighbours
using TF-IDF and N-gram techniques, and Fuzzy Matching belonging to
probabilistic methods.

3.1. Natural Language Processing data linkage method

The NLP method with the Faiss library developed by Facebook AI Research for
deduplication candidate generation and rapid comparison involves the following
steps: tokenisation, vectorisation, comparison and similarity assessment, and
deduplication decision.

The first step in this method is to transform the texts in character variables into
tokens and then into semantic vectors using the SentenceTransformer library. This
allows the meaning of the text to be expressed in a numerical form, which is
necessary for further analysis. To find potentially duplicated accommodation
establishments, we generated them on the basis of the input data. For that, we used
the Faiss library, which enabled us to efficiently search the vector space to find
similar items. With this search structure, we could quickly find similar accom-
modation establishments. The deduplication process also focuses on evaluating the
coincidence between the two strings to determine the degree of their similarity and
deciding whether they could be considered duplicates. To do this, we used Euclidean
metrics to calculate the degree of difference between the two vectorised text strings.

In the context of the NLP processing, the selection of appropriate libraries plays
a key role, especially when talking about differences between national languages. For
instance, for English, there is a wide range of libraries and models ready to use,
which facilitates research and application work. However, when we move on to
inflectional languages, e.g. Polish or Bulgarian, the situation is different. For Polish,
libraries such as spaCy offer dedicated models, allowing a more precise processing of
the language, taking into account its grammatical and lexical peculiarities. For
Bulgarian, on the other hand, the availability of tools and models is so far limited
(libraries such as bgNLP and transformers allow basic text processing operations in
this language).
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3.2. Machine learning algorithm - K-Nearest Neighbours
using Term Frequency-Inverse Document Frequency
and N-gram techniques

Data linkage and deduplication procedures can be carried out using machine
learning algorithms such as Random Forest, K-Nearest Neighbours (K-NN),
clustering algorithms or neural networks (Quinlan, 1983, pp. 463-482).

The K-NN algorithm is a popular algorithm in machine learning that can be used
to find similarity between data. The method used for data integration involves the
use of Term Frequency-Inverse Document Frequency (TF-IDF) and N-gram
techniques combined with the K-NN algorithm.

TF-IDF is a technique used to assess the validity of terms or tokens (string) in
a text in the context of the entire dataset. It works by assigning weights to words
based on their frequency in the document (TF) and the inverse frequency in the
entire document set (IDF). A high TF-IDF value indicates that the term is valid in
the document, allowing unique features of the data to be identified. N-grams are
sequences of N consecutive tokens in a text. For example, bigrams are sequences of
two words, and trigrams of three. The use of N-grams allows contextual information
to be taken into account in text analysis. This is useful in the deduplication process,
where the structure and layout of data are important.

Thus, the linkage and deduplication process begins with tokenisation, which
consists in dividing the text into strings of characters. The use of the TF-IDF
technique allows a more accurate detection of unique sequences of words or phrases
in the text, which can be characteristic of duplicate data. The use of TF-IDF also
helps reduce errors due to the similarity of single words. The next step is the use of
N-gram creation, which makes it possible to take the context into account in text
analysis. This is especially important in the deduplication process, as it helps detect
similarities between data that differ not only in individual words, but also in their
arrangement in sentences or phrases.

The next step involves using the K-NN algorithm, which determines similarities
between different data. The K-NN algorithm operates on a feature space, where
features are the TF-IDF values of N-grams that were previously calculated. An
important part of this algorithm is the calculation of distances, using the appropriate
distance metric. The choice of a particular distance metric depends on the type of
data and deduplication goals. It is worth noting that K-NN is an unsupervised
algorithm, which means that it does not require prior classification or data labels.
Therefore, we use it as a tool to determine which data are similar to the largest
extent. After calculating the distance between data instances, a similarity threshold is
defined.
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3.3. Fuzzy Matching

The last applied method is Fuzzy Matching along with Vincenty’s formula, which
is used to calculate the exact geodetic distances between accommodation
establishments.

The Fuzzy Matching method allows the comparison of textual data, such as names
of accommodation establishments, taking into account spelling errors, typos or
differences in format. This makes it possible to find potential matches between
records that are not identical, but may represent the same establishments. The
method is based on algorithms such as the Levenshtein or Jaro-Winkler distance.

The Levenshtein algorithm is a text-editing algorithm that calculates the
minimum number of operations (insertions, deletions or substitutions of characters)
necessary to transform one text into another. With this algorithm, we can find
potential matches between records that are not identical, but are similar to such
a degree that they can represent the same accommodation establishments. The
Jaro-Winkler algorithm, on the other hand, is an extension of the algorithm used to
calculate the ‘Jaro distance’, and takes values from the [0, 1] interval, where 1 means
the texts are identical, and 0 means there is no similarity between them at all. The
Jaro-Winkler algorithm additionally has a prefix scale, which gives a higher
similarity score when the strings share a common prefix (Cierpial-Wolan et al,,
2022).

Since the combined data may contain geographical coordinates, we can
additionally use Vincenty’s formula to calculate the exact distances, which might be
important in the process of deduplicating accommodation establishments. Unlike
simpler approximations such as the Haversine formula, Vincenty’s formula takes
into account the fact that the Earth is not perfectly spherical, but has the shape of an
ellipsoid.

Finally, we consider two criteria, i.e. the distances between the strings for the
selected variables and the geodetic distances. Thus, if the established thresholds for
both criteria are met, we link the accommodation establishments.

The above-described methods were used to combine data from web scraping
booking portals (Booking.com, Hotels.com and Airbnb.com) with the tourism
survey frame. The procedure for combining this type of data is usually a multi-step
process. Christen (2012) proposed five stages to it: standardisation, indexing,
comparison, combining and the evaluation of results.

It is also worth noting that an interesting solution related to combining and
deduplicating data regarding accommodation establishments on scraped portals is
the use of algorithms that compare images. This method is based on analysing the
visual characteristics of the images that are assigned to each establishment. There are
several algorithms that can be useful in this kind of deduplication process, such as
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comparing the similarity of colour histograms, comparing visuals using feature
descriptors, and digital fingerprints.

4. Data sources

Information on accommodation establishments advertised in Poland and Bulgaria
was downloaded between April and July 2023 from three booking portals:
Booking.com, Airbnb.com and Hotels.com (a portal equivalent to Expedia). It is
worth noting here that the number of scraped variables varied from a portal to
portal. The information obtained from booking portals can be used both to
supplement the tourism survey frame with new establishments, and to improve the
quality of the results of the survey on the number of tourists and nights spent.
Particularly important in this context is the information on the rental offers of
accommodation establishments belonging to the NACE group 55.2 (Holiday and
other short-stay accommodation), which are often difficult to identify primarily due
to some part of them operating within the shadow economy.

Among the scraped variables, there are those that are crucial in the process of
combining data obtained by web scraping with the tourism survey frame. These are:
the name of the establishment, its address including longitude and latitude
coordinates, and data on the services offered, to determine the size of the
accommodation establishment and its type according to the NACE classification.

It is worth mentioning here that a major problem with linking and further
processing data is classification differences regarding the types of accommodation
facilities. In international comparisons, we usually use the NACE classification, but
it is not used by booking portals. Hence, we need to make the data comparable -
therefore, when assigning types of establishments to this classification, double
verification was used. For this reason, we both used the classification of
establishments declared on booking portals and we adopted a machine learning
method (a classification tree). The learning dataset consisted of accommodation
establishments from the booking portals linked with those found in the tourism
survey frame. The application of this data processing procedure resulted in
a relatively high accuracy of the units’ assignment to accommodation-related NACE
classification groups.

Web scraping was performed on the basis of simulated user interaction with the
site using screen scraping. The adoption of this solution enabled full interaction with
selected web pages, based on a dynamic modification of the Document Object Model
(DOM) tree, cascading style sheet (CSS) components and JavaScript. The used web
scraping system was prepared in the Python programming language with good
practices to minimise the burden on the scraped portals.
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4.1. Data scraped from Booking.com

As a result of web scraping from Booking.com, information on 82,965 booking ads,
which in practice means 8,884 accommodation establishments in Poland, was
obtained. In Bulgaria, the procedure yielded 3,873 establishments. 33 variables were
scraped from Booking.com: the web address on Booking.com, the shortened web
address on the portal, the name of the establishment, its address (street, number,
postal code, city), the accommodation type, room name, maximum number of
guests, rental price, facility area, the quality rating, number of nights spent, number
of adults, number of children, number of rooms, number of double beds, number of
single beds, number of couches, number of views, ability to communicate in English,
availability of a car park, restaurant, bar, availability of onsite breakfast, availability
of the Internet, TV, facility service, air conditioning, laundry, spa, fitness facilities,
pool, and the availablity of facilities for the disabled.

It is worth mentioning that it was not always possible to obtain a full set of
variables (e.g. about 67% of owners did not specify the area of the offered facility).
This is very important in the process of classifying establishments in accordance
with the NACE. It should also be noted that the classification of accommodation
establishments adopted by Booking.com, as well as by other booking platforms,
often differs from the classification used in official statistics (e.g. guesthouses are
classified as hotel or agritourism accommodation). Therefore, a preliminary
classification is usually made on the basis of the characteristics of the establishment,
thanks to which we can unambiguously determine its type (Cierpial-Wolan & WP]
Team, 2020). An important role in the process of classifying an accommodation
establishment into a specific type is played by information on the rental price or the
services offered, such as bed-making, serving breakfast, or the available catering
facilities. The aforementioned amenities are characteristic for hotels and similar
establishments classified as NACE 55.1. The pre-classification process is particularly
important for new accommodation establishments which are not included in the
tourism survey frame.

4.2, Data scraped from Hotels.com

Data were downloaded from Hotels.com on 4,620 accommodation establishments in
Poland and 532 in Bulgaria. Twelve variables were extracted, namely: the web
address on Hotels.com, the shortened web address on the portal, the name of the
establishment, its address, type, number of rooms, the availability of a car park,
restaurant, bar, the availability of onsite breakfast, and the availability of room and
laundry services.

In contrast to the data obtained from Booking.com, only 11 accommodation
establishments (0.2%) did not match any classification type. It is important to note
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that the Hotels.com portal almost always provides information on the number of
rooms in the accommodation establishment, which makes it possible to determine
its size (e.g. Poland divides accommodation establishments into those with up to
9 or 10 and more beds). Out of the total number of the yielded accommodation
establishments, 60% were hotels, and apartments accounted for 24%.

4.3. Data scraped from Airbnb.com

Using the web scraping method on the Airbnb.com portal, it was possible to obtain
data on 12,556 accommodation establishments in Poland and 4,174 in Bulgaria.
Eight variables were scraped from the Airbnb.com portal, i.e. the web address on
Airbnb.com, the shortened web address on the portal, the name of the
establishment, its address and type, the maximum number of guests, the rental price,
and the number of beds.

A distinctive feature of this portal is that among the listed variables, the address of
the accommodation establishment is not directly available. The address data on the
site is limited to descriptive information like ‘a cottage near the beach’ or ‘a sunny
apartment at the foot of the mountains’. The great majority of facilities listed on the
portal were those with fewer than 10 beds (97.2%).

Compared to Booking.com, the vast majority of establishments on Airbnb.com
(99.9%) were assigned a type. However, this classification contains generic names of
the establishments that are not the same as those in the classification used in official
statistics. Therefore, without additional information such as the area of the facility,
the number of rooms or the available amenities (daily bed making, room cleaning
and washing of sanitary facilities), it is not possible to classify an establishment into
a particular type, which is labeled on the portal as e.g. a villa a loft or a con-
dominium.

Figure 1 shows the structure of accommodation establishments on selected
booking portals in Poland and Bulgaria by their generic name, as well as the
classification of accommodation establishments in the tourism survey frame by the
NACE classification in Poland and Bulgaria.

The structure of accommodation establishments scraped from Booking.com in
Poland differs from such structure in Bulgaria. In the latter country, the vast
majority of establishments are apartments (more than 50%), while the proportion of
facilities classified as ‘other’ does not exceed 10%. In Poland, apartments also
account for a considerable share of establishments (just under 40%), but the share of
‘other’ facilities is about 30%. This is due to the slightly different types accom-
modation on offer in these countries. In Poland, there are more establishments
classified as other hotel establishments (which include, for example, B&Bs and
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Aparthotels), while in Bulgaria, short-stay apartments rented by their owners
prevail.

Figure 1. Structure of tourist accommodation in Poland and Bulgaria
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Source; authors' work.

4.4. Tourism survey frame

The basis of our research was a tourism survey frame used in Poland and Bulgaria.
In Poland it consisted of 13,804 establishments (with 10 and more beds), including
7,588 (55.0%) accommodation establishments classified as NACE 55.2. In Bulgaria,
the tourism survey frame consisted of 4,031 establishments, of which 43.0% were
classified as NACE 55.2.

From the tourism survey frame the following six variables were used: establishment
name, establishment type, street, house number, postal code, city name.

5. Research results

The studies and analyses presented in this chapter were partially initiated in research
projects* carried out by Statistics Poland and the National Statistical Institute in
Bulgaria. Below, we present the results of the analyses for Poland.

4ESSnet Big Data Il, Work Package WPJ (European Commission, n.d. b), ESSnet WIN, Work Package 3 - Use
case 4 (European Commission, n.d. a).
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In order to test the selected probabilistic methods of combining data, we used the
tourism survey frame and the databases obtained by means of web scraping of the
three booking portals mentiond before.

In addition, it was necessary to clean the web-scraped database (from typing
errors, white spaces, HTML tags, etc.) in order to transform the unstructured data
into a structured form corresponding to the data structure of the tourism survey
frame. The cleaning process was performed in the Python programming language
using the pandas, re, and the BeautifulSoup libraries. The cleaning process also used
the web mapping and navigation service operated by HERE Technologies. Thanks to
the aforementioned application, it was possible to carry out both the automatic
parsing of address data into a common structure and the correction of language
errors. The use of the HERE MAPS tool also made it possible to assign geographic
coordinates to each accommodation establishment in the tourism survey frame and
to do the same regarding the establishments in the web-scraped database (Cierpial-
-Wolan et al., 2023).

All the above-described methods of data linkage and deduplication (NLP, K-NN,
Fuzzy Matching) that we used generate linkage distances. To assess the usefulness of
these methods, it was necessary to determine a distance threshold for the linkage.
For this purpose, we used sensitivity (true positive rate) and specificity (true negative
rate). In the case of data linkage, sensitivity is the probability of the correct match,
while specificity is the probability of the correct non-match. Both terms are closely
related to type I and type II errors. Since there is a trade-off between specificity and
sensitivity, changing distance threshold always leads to improving one measure and
worsening the latter. We evaluated various thresholds with the receiver operating
characteristic (ROC) and found the optimal one by means of Youden’s J statistic
(Youden, 1950). With the optimal threshold, we generated a confusion matrix and
derived a set of auxiliary statistics.

The ROC curve plots points of pairs — specificity and sensitivity — determined for
a set of thresholds. When the curve is close to diagonal, this indicates that a given
classifier is close to a random classifier. The better the classifier, the closer the curve
to the top-left corner. Youden’s J statistic is calculated as a sum of specificity and
sensitivity minus one (Fawcett, 2006; Peirce, 1884; Powers, 2011).

5.1. Natural Language Processing

As a result of linking the establishments of the tourism survey frame with the
establishments from web scraping by means of the NLP method (the main dataset
was the tourism survey frame), 8,593 accommodation establishment connections
were obtained. Then, based on the ROC curve, we determined the optimal threshold.
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We examined a set of 2,314 thresholds ranging from 0.00 to 126.63. Figure 2
presents a ROC curve for the NLP method (solid red line), a ROC curve for the
random classifier (dashed black line), and a pair of specificity and sensitivity for the
optimal threshold derived from Youden’s J statistic (blue point).

Figure 2, The ROC curve for the NLP method
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Source: authars’ work using R package.

The optimal distance threshold amounted to 15.159. For this threshold, specificity
and sensitivity amounted to 0.8730 and 0.6455, respectively, while Youden’s
] statistic reached 0.5184.

Table 1. Results of the NLP method

Number of Distance
Number of
NACE matched
establishments perfect matches mean minimum maximum

55.1 et 1,440 90 17.8091 0 119.4789
717 3 242153 0 126.6318

49 0 33.8532 13.1397 85.4241

187 0 224814 4.2541 82.6862

Source: authors’ work using Python package.

The distance at 0 consisted of 93 establishments (see Table 1). Differences at low
distance values (0.68 to about 10) were mainly related to typos, e.g. missing the

symbol (in the names of accomodation establishments, cities and streets),
incomplete names of establishments or streets, or missing Polish letters. However, it
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could be detected that the link in this case concerned the same accommodation
establishments. In the 10-20 range of distance values, there may have already been
differences in the names of accomodation establishments, streets or their numbers.
However, in most cases, the linked records concerned the same establishments.
There were also mismatches of completely different records. Starting from the
distance of 16, only half of the establishments were matched correctly. Above the
value of approximately 30 (455 establishments), almost all the establishments were
incorrectly linked, usually only by a few common characters, such as a fragment of
the postal code or the phrase ‘hotel, apartment’ in the name of the establishment.

The quality of matching can be checked by the correctly and incorrectly matched
and mismatched establishments, preferably using the confusion matrix. Four
situations may arise after matching accommodation establishments:

1. the establishments have been correctly linked (true positive, TP);

2. two establishments have been mistakenly linked due to the short distance between
them and similar names (distance smaller than threshold) (false positive, FP);

3. two establishments have not been linked (correctly) due to the large distance
between them and low similarity between the names (true negative, TN);

4. two establishments have not been linked, but should have been, because there was
only a small discrepancy in the establishment names (false negative, FN).

There are several approaches to building a confusion matrix for a data-matching
problem. One of them assumes that we find the best match for all establishments in
a smaller dataset with respect to a given distance or similarity score. Applying the
optimal matching threshold, we obtain predictions: the match and mismatch. After
a manual review of the linked data, we obtain the true state of the match and
mismatch. Finally, we build a confusion matrix based on a set of true and predicted
labels (match and mismatch).

Table 2 presents a confusion matrix for the data linkage result for the optimal
distance threshold.

Table 2. Confusion matrix for the NLP method

Predicted
Actual
match non-match
Match 0.31 (TP) 0.17 (FN)
NON-MaAtCh ....eeeeeeeeeernne 0.07 (FP) 0.45 (TN)

Source: authors’ work using R package.

The accuracy amounted to 0.7622 with a 95% confidence interval (0.7446,
0.7792). The accuracy was tested against No Information Rate (NIR = 0.5132), and
was significantly higher (p-value [Accuracy > NIR] < 0.0001).
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5.2. Machine learning algorithm - K-Nearest Neighbours

Using the deduplication method based on machine learning algorithm, 3,157
establishments were combined. Similar to the NLP method, we set the optimal
threshold.

We examined a set of 116 thresholds ranging from 0.00 to 1.29 (a large number of
duplicated values of the metric). Figure 3, as in the case of NLP, presents ROC
curves and a pair of specificity and sensitivity for the optimal threshold derived from
Youden’s ] statistic (blue point).

Figure 3, ROC curve for the K-NN method
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Source: authars’ work using R package.

The optimal distance threshold amounted to 0.845. For this threshold, specificity
and sensitivity reached 0.8121 and 0.7909, respectively, while Youden’s ] statistic
totalled 0.6031.

Using the established value for the optimal distance threshold, data combining
was performed.

The largest number of matches — 2,138 - was yielded for establishments belonging
to the NACE group 55.1, and 54 of them linked perfectly (i.e. with zero distance). As
regards accommodation establishments classified as NACE 55.2, 749 establishments
were connected, of which three linked perfectly.
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Table 3. Results of K-NN method

Number of Distance
Number of
NACE matched
establishments [Perfectmatches| — average minimum maximum

55.1 e 2,138 54 0.736908326 0 1.26
749 3 0.928958611 0 1.29

22 0 0.975454545 0.59 1.25

248 0 0.962540323 0.45 1.23

Source: authors’ work using Python package.

A detailed analysis of the combined data showed that the distance measure ranged
between 0 and 1.29. A distance of 0 covered 57 establishments. Differences at low
distance values (0.14 to about 0.7) were related to incomplete names of
accomodation establishments (e.g. lacking the owner’s surname or abbreviation or
company name), repetitions of keywords (e.g. ‘hotel’, ‘apartment’) and missing
special characters. However, the links in almost all cases were true matches. Up to
the distance level of 0.92, most establishment matches were correct; towards the end
of this interval, differences in the names of accomodation establishments and
numbers of buildings occured, but most street names and postal codes matched.
Above the distance of 0.94, the vast majority of matches were incorrect, including
street names or postal codes.

Table 4 presents a confusion matrix for data linkage result for the optimal
distance threshold.

Table. 4. Confusion matrix for K-NN method

Predicted
Actual
match non-match
Match 0.26 (TP) 0.07 (FN)
NON-MaAtCh ....oeeeeeceeens 0.13 (FP) 0.55 (TN)

Source: authors’ work using R package.

The accuracy amounted to 0.8052 with a 95% confidence interval (0.7969,
0.8134). The accuracy was tested against NIR (NIR = 0.6735). It was significantly
higher than NIR (p-value [Accuracy > NIR] < 0.0001).

5.3. Fuzzy Matching and geolocation

The application of Fuzzy Matching and the use of geographic coordinates make it
possible to obtain a set of linked accommodation establishments, containing two
metrics for text strings (Levenshtein, Jaro-Winkler) and the geodetic distance
between accommodation establishments in metres.



42 Wiadomosci Statystyczne. The Polish Statistician 2023 | 12

First, we checked which metric (edit distance) achieves better results. We
examined a set of 1,977 thresholds ranging from 46 to 100 for the Levenshtein
similarity and 1,843 thresholds ranging from 0.6 to 1 for the Jaro-Winkler similarity.
Figure 4 presents the ROC curve for the applied method (solid red lines), the ROC
curve for random classifier (dashed black lines), and a pair of specificity and
sensitivity for the optimal threshold derived from Youden’s ] statistic (blue points).

Figure 4. ROC curve for the Levenshtein and Jaro-Winkler similarity
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Source: authors’ work using R package.

The optimal Levenshtein similarity threshold amounted to 83.5. For this
threshold, specificity and sensitivity amounted to 0.8681 and 0.7757, respectively,
while Youden’s J statistic totalled 0.6438. The optimal Jaro-Winkler similarity
threshold amounted to 0.73. For this threshold, specificity and sensitivity amounted
to 0.6761 and 0.6975, respectively, while Youden’s | statistic reached 0.3736. Table 5
presents a confusion matrix for the data linkage result for the optimal similarity
threshold for the Levenshtein and Jaro-Winkler similarity.

Table 5. Confusion matrix for the Levenshtein and Jaro-Winkler similarity

Predicted
Actual
match | non-match

Levenshtein similarity
Match 0.48 (TP) 0.07 (FN)
NON-MaAtCh ....eeeerenne 0.04 (FP) 0.41 (TN)

Jaro-Winkler similarity
Match 0.51 (TP) 0.25 (FN)
NON-MaAtCh ....oeeeeens 0.07 (FP) 0.17 (TN)

Source: authors’ work using R package.
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For the two metrics tested, the best result was by far achieved by the Levenshtein
algorithm, where approximately 48% of accomodation establishments were correctly
matched. For 41% of the establishments from Booking.com, the accommodation
establishments were not found in the tourism survey frame.

For the Levenshtein similarity, the accuracy amounted to 0.8912, with
a 95%-confidence interval (0.8809, 0.9131). The accuracy was tested against
NIR (NIR = 0.6355). It was significantly higher than NIR (p-value [Accuracy > NIR]
< 0.0001). For the Jaro-Winkler similarity, the accuracy amounted to 0.6812, with
a 95% confidence interval (0.6595, 0.7023). NIR (NIR = 0.7622) was higher than
accuracy. It is worth noting that matching with the Jaro-Winkler similarity is near to
a random classifier. The results of the analysis confirmed that combining Fuzzy
Matching with the Levenshtein similarity is more effective than the Jaro-Winkler
similarity.

The Levenshtein similarity score ranged between 46 and 100. The similarity score
of 100 covered 1,435 matches. Detailed analysis of the data showed that the
differences in similarity scores in the range of 89-99 (924 establishments) were
related to incomplete establishment names, repetition of keywords (e.g. ‘hotel’,
‘apartment’), or lack of special characters. Linked records mostly involved the same
establishments, but sometimes there were differences between the numbers of
buildings or properties.

For the similarity score ranging from 85 to 88, the number of correctly and
incorrectly matched establishments was similar. At the similarity score of 78, 80% of
records were incorrectly matched. The reasons for these differences were the same as
aforementioned. In addition, numerous discrepancies in the street and the name of
establishments can be observed.

The detailed results of the algorithm using the Jaro-Winkler similarity were also
analysed. The similarity score for addresseses using the Jaro-Winkler distance
ranged between 60 and 100, and only five linked establishments reached the highest
score (100). Similarity score values between 88 and 99 (41 links, including eight
incorrectly linked) were the result of the incomplete name of the accommodation
establishment (most often the lack of letters next to the building/apartment number,
e.g. ‘9 where it should be ‘92’), or the absence of individual special characters. Below
the value of 88, correctly linked establishments totalled 404. However, their
distribution was uneven.

To apply the geodesic distance between accommodation establishments, we also
needed to determine the optimal threshold based on the ROC curve. For this
purpose, we examined a set of 1,442 thresholds ranging from 0.006 to 697.3 km.
Figure 5 presents a ROC curve for this method (solid red line), a ROC curve for
a random classifier (dashed black line), and a pair of specificity and sensitivity for
the optimal threshold derived from Youden’s J statistic (blue point).
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Figure 5. ROC curve for Vincenty's distance
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The optimal Vincenty distance threshold amounted to 0.026 km. For this
threshold, specificity and sensitivity totalled 0.9520 and 0.8795, respectively, while
Youden’s | statistic reached 0.832. Table 6 presents a confusion matrix for the data
linkage result for the optimal similarity threshold.

Table 6. Confusion matrix for Vincenty distance

Predicted
Actual
match non-match
Match 0.29 (TP) 0.02 (FN)
NON-MaAtCh ....eeeerenne 0.02 (FP) 0.67 (TN)

Source: authors’ work using R package.

The accuracy amounted to 0.9612, with a 95% confidence interval (0.944, 0.9769).
It was tested against NIR (NIR = 0.7622) and was significantly higher than NIR
(p-value [Accuracy > NIR] < 0.0001).

As for the distance between accommodation establishments calculated using
Vincenty’s formula, all establishments within the distance up to 50 metres were
linked correctly. In the distance range of 50-200 metres, the number of
establishments linked correctly was comparable to the number of those linked
incorrectly. A few establishments for which the distance was greater than 1 km were
linked correctly, which was due to the specific notation of addresses obtained by web
scraping.
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Finally, we adopted a Fuzzy Matching method based on Levenshtein similarity
and geolocation. Since we had two criteria to choose from, it was necessary to define
decision rules for linking. The most intuitive solution seemed to be the conjunction
of the two critical values. However, we did not want to rely on intuition, so we used
a decision tree. The optimal complexity parameter value was determined at 0.016 by
means of k-fold cross-validation. Figure 6 presents a decision tree using Levenshtein

similarity and geolocation.

Figure 6. Decision tree for the Levenshtein similarity and geolocation
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Source: authors’ work using R package.

The model accuracy amounted to 0.9919, while specificity and sensitivity reached
0.9921 and 0.9917, respectively. Youden’s J statistic totalled 0.9838.

Let us assume a match with a 100 similarity score and zero Vincenty distance is
a perfect match. Table 7 presents the summary of the applied method.

Table 7. Results for the Levenshtein similarity and geolocation

Number of | Number of Similarity score Geodetic distance
NACE matched | perfect . ) . )
units matches | Mean |minimum|maximum| mean |minimum maximum
Total 3,170 1,400 94.13 82 100 0.63 0 711.86
1,815 891 95.19 82 100 0.25 0 700.43
1,354 508 92.77 82 100 1.13 0 699.05
1 1 100.00 100 100 0 0 0

Source: authors’ work using Python package.
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For the NACE groups 55.1 and 55.2, the key criterion was a similarity score of at
least 83 and less than 82. These two values separated 98% of cases. For values
between 82 and 83, the geodetic distance was the deciding factor, which applied to
about 2% of cases. The average value of the Vincenty distance was 0.250 metres for
the NACE group 55.1 and over four times more, i.e. 1.13 meters, for the NACE
group 55.2. Similarity score statistics were the same for both the above-mentioned
NACE groups. In the case of the NACE group 55.3, only one establishment linked.

6. Conclusions

The growing demand for tourism information is caused both by external
circumstances (the COVID-19 pandemic, large-scale migration, armed conflicts)
and increasing expectations of tourists. In many countries, tourism is treated as
a priority sector because of its role and the benefits it brings to the economy. The
above circumstances as well as the dynamic development of new technologies and
competition in information markets are forcing national statistical offices to carry
out activities involving the continuous search for new sources of information and,
above all, their integration into statistical databases and administrative records.
Meeting these challenges is a highly complex phenomenon. Having reliable and
real-time information on the tourist traffic, the average length of tourists” stay and
the degree of their spending opens up new opportunities for effective tourism
policies at the local, regional and international levels.

Data linkage and data deduplication from web scraping of tourism portals with
the tourism survey frame are aimed at ensuring high-quality research results.
Depending on the availability of data on websites, which also involves formal and
legal considerations, different deduplication methods can be used. Each of these
methods has its own strengths and weaknesses, which should be taken into account
when choosing the right solution.

The article provides a detailed characterisation and evaluation of three data
linkage and deduplication methods: NLP, K-NN and Fuzzy Matching. The use of
NLP offers numerous benefits, such as scalability, flexibility and automation.
Machine learning algorithms are also useful for data linkage and deduplication.
When deciding which method to use, a combination of different algorithms for
better results is worth considering (we, for example, considered the TF-IDF and
N-gram techniques). A similar situation occurs with the Fuzzy Maching method,
where, in addition, Vincenty’s formula was used to calculate the exact geodetic
distances between the establishments. It is also important to choose the appropriate
distance metric, which affects the accuracy of the results.
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The evaluation of the selected methods of linking and deduplicating the data was
done using the confusion matrix, the ROC curve and Youden’s J statistic. The best
results were obtained by using the Fuzzy Matching method based on Levenshtein
similarity combined with Vincenty’s formula. It is worth noting that this method
copes well with arbitrary notation of the names of establishments and can also be
used to classify them.

The article analysed data from three booking portals, i.e. Booking.com,
Hotels.com and Airbnb.com. It should be noted that these portals differ significantly
in terms of the volume of information available. Therefore, Booking.com was chosen
for the procedure of linking and deduplicating the data, due to its largest range of
variables corresponding to the tourism survey frame. In this context, a very
promising further research direction is the possibility of using algorithms that
compare images. This way, it is possible to combine data from different portals more
efficiently (photos become an additional key of correlation).

The presented research results are also important in the context of improving the
quality of the tourism survey frame. It turns out that the use of web-scraped data
resulted in an increase in the number of accommodation establishments classified as
NACE 55.1 and NACE 55.2. In 2020, information was yielded on 151 new
accommodation establishments in Poland and 56 in Bulgaria. These establishments
accounted for 1.1% and 1.4% of the total number of accommodation establishments
constituting the tourism survey frame in Poland and in Bulgaria, respectively. Most
of them belonged to the NACE group 55.2 (64% of Poland-based units and 58% of
the Bulgaria-based ones). Another large group were accommodation establishments
belonging to the NACE group 55.1 (31% of Poland-based units and 26% of Bulgaria-
based ones). They were mainly Aparthotels and B&B establishments, which,
according to the adopted methodology, are classified as ‘other hotel establishments’.

Currently in tourism statistics, information from booking portals is used for both
data imputation and calibration. The process aimed at a full replacement of selected
tourism surveys with information from online portals has already been launched. In
this context, it is important to remember about prerequisites for the use of big data,
namely a stable access to such data and a positive assessment of its quality.
Combining new information with administrative registers and other sources of
statistical data, by means of appropriate models, can lead to qualitatively new
statistics at the micro-, meso- and macroscale.
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Current challenges and possible big data solutions
for the use of web data as a source
for official statistics’

Piet Daas,? Jacek Maslankowski®

Abstract. Web scraping has become popular in scientific research, especially in statistics.
Preparing an appropriate IT environment for web scraping is currently not difficult and can be
done relatively quickly. Extracting data in this way requires only basic IT skills. This has resulted
in the increased use of this type of data, widely referred to as big data, in official statistics. Over
the past decade, much work was done in this area both on the national level within the
national statistical institutes, and on the international one by Eurostat. The aim of this paper is
to present and discuss current problems related to accessing, extracting, and using information
from websites, along with the suggested potential solutions.

For the sake of the analysis, a case study featuring large-scale web scraping performed in
2022 by means of big data tools is presented in the paper. The results of the case study,
conducted on a total population of approximately 503,700 websites, demonstrate that it is not
possible to provide reliable data on the basis of such a large sample, as typically up to 20% of
the websites might not be accessible at the time of the survey. What is more, it is not possible
to know the exact number of active websites in particular countries, due to the dynamic nature
of the Internet, which causes websites to continuously change.
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Streszczenie. Web scraping jest coraz popularniejszy w badaniach naukowych, zwtaszcza
w dziedzinie statystyki. Przygotowanie $rodowiska do scrapowania danych nie przysparza
obecnie trudnosci i moze by¢ wykonane relatywnie szybko, a uzyskiwanie informacji w ten
sposéb wymaga jedynie podstawowych umiejetnosci cyfrowych. Dzieki temu statystyka pu-
bliczna w coraz wiekszym stopniu korzysta z duzych wolumendéw danych, czyli big data.
W drugiej dekadzie XXI w. zaréwno krajowe urzedy statystyczne, jak i Eurostat wtozyly duzo
pracy w doskonalenie narzedzi big data. Nadal istnieja jednak trudnosci zwigzane z dostepno-
$cia, ekstrakcjg i wykorzystywaniem informacji pobranych ze stron internetowych. Tym pro-
blemom oraz potencjalnym sposobom ich rozwigzania zostat poswiecony niniejszy artykut.

Omowiono studium przypadku masowego web scrapingu wykonanego w 2022 r. za pomo-
cg narzedzi big data na prébie 503 700 stron internetowych. Z analizy wynika, ze dostarczenie
wiarygodnych danych na podstawie tak duzej proby jest niemozliwe, poniewaz w czasie bada-
nia zwykle do 20% stron internetowych moze by¢ niedostepnych. Co wiecej, doktadna liczba
aktywnych stron internetowych w poszczegdlnych krajach nie jest znana ze wzgledu na dyna-
miczny charakter Internetu, skutkujacy ciaggtymi zmianami stron internetowych.

Stowa kluczowe: big data, dane webowe, strony internetowe, web scraping

1. Introduction

The use of web-scraped data for the production of official statistics encounters
numerous methodological challenges. When the number of businesses maintaining
websites is unknown, we can estimate it using web-scraped data. However, because
this type of data is often biased, our estimate may not be accurate, i.e. some classes of
enterprises could be over- or underestimated. Therefore a survey, understood as
a questionnaire with questions to be answered, which is based on web data, may
provide data aggregates that do not accurately represent the intended target
population.

Web scraping refers to the process of using software for automatic extraction of
data from websites (Khder, 2021). In this paper, we understand web scraping as
a method to get the source of a website, i.e. the source file (mostly HTML), preceded
by checking the robots.txt file and server headers. Web-scraped data are extracted
from the website to get useful information.

The aim of this paper is to present and discuss current problems related to
accessing, extracting, and using information from websites, along with the suggested
potential solutions. The secondary aim is to provide an overview of methods and
cases that can be used and replicated to extract statistical data from websites. This
article is the result of the authors’ long experience in working with this type of data.

The essential research question in this study is whether it is possible to collect
internet data suitable for the production of official statistics using massive web
scraping techniques. Along with the literature review, the research methods used in
the paper comprised the authors’ case studies of enterprise websites and case studies
conducted at the European level, all focused on producing official statistics. In this
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paper we demonstrate the results of a case study involving massive web scraping,
performed in 2022 on a total population of 503,700 Polish websites. The results
showed that such a large sample could not yield fully reliable data, as usually up to
20% of the studied websites are not accessible at the time of the survey. These
findings are in line with other studies in this area, for example Oancea and Necula
(2019) or Daas and van der Doef (2020). Web-scraped data has been regarded as
a data source for official statistics for more than 10 years (Daas et al., 2015).
Nowadays, web-scraping is a fundamental requirement during data scientist training
(Dogucu & Cetinkaya-Rundel, 2020). This technique has not only been adopted in
statistical research, but also in scientific papers or marketing reports, which includes,
for example, marketing scholars using Application Programming Interface (APIs) to
collect data from the Internet. In marketing research, the number of papers using
online data increased from 1% in 2001 to 15% in 2020 (Boegershausen et al., 2022).
Researchers relatively often collect price data from the web, for example, to calculate
the value of the real estate market (Antonov & Laktionova, 2020), to produce price
indices of real estate (Pegueroles et al., 2021) and used cars (Nasiboglu & Akdogan,
2020), to compile an experimental consumer price index (Oancea & Necula, 2019),
or to produce consumer electronic products (goods) and airfares (services) price
indices in order to improve the Harmonised Index of Consumer Prices (Polidoro et
al, 2015). Another well-known example is the Billion Prices Project at the
Massachusetts Institute of Technology (MIT), which scrapes massive amounts of
prices from the web to produce daily online price indices for the USA and several
other countries (Cavallo & Rigobon, 2016). Financial and other types of information
can easily be extracted from web data with a variety of supporting packages, which
provide basic tools used for pre-processing web data (Krotov & Tennyson, 2018).

More advanced examples of research into web-scraped data include the use of text
mining and Natural Language Processing techniques (NLP) to study local policies
(Anglin, 2019) or to identify particular types of enterprises (Daas & van der Doef,
2020). In the latter case, machine learning methods are used to find words that
correlate with a particular type of enterprise, e.g. innovative companies. NLP has
been applied, for example, in analyses of the labour market by studying online job
advertisements. Usually, a large portion of information, such as skills required for
a certain job advertised online, is extracted from unstructured descriptive texts
(Schedlbauer et al., 2021). Online job advertisement data can also provide input for
different indicators on labour market statistics, such as the Labour Market
Concentration index (Ascheri et al., 2022).

Web scraping for official statistics has been particularly well studied in a number
of ESSnet projects: Big Data I (European Commission, n.d. a) and Big Data II
(European Commission, n.d. b). They yielded some experimental statistics using
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web data on online job vacancies, enterprise characteristics, and innovative tourism
statistics (European Commission, n.d. ¢). The varied and complex use of web data in
official statistics necessitated creating a web-scraping policy, which was formulated
at the European or the NSI level (European Commission, n.d. d). It features the
principles of web scraping according to good practice, such as delaying accessing
pages on the same domain or adding idle time between requests (Office for National
Statistics, n.d.). Currently, most of the work regarding the use of web data at the
European level is done in the Web Intelligence Hub (WIH; Wirthmann & Reis,
2021) project, which is supported by an international community of statisticians
within the WIN. The latter is a centralised repository offering services used to scrape
data, store them in a repository, and provide data processing and analysis tools. One
of the goals of the WIN is to improve knowledge and strengthen web intelligence
competencies of statisticians in the use of the WIH services across the ESS and
beyond (European Commission, n.d. e).

2. Research method

There are different approaches to defining statistical populations while using web
data. These can be divided into three groups, as presented in Table 1.

Table 1. Web scraping examples by population size

Population size

Examples

P1: One website

Satellite data
Search engine results

P2: Selected websites (Purposive sampling)

Online job advertisements

Real estate prices
Price statistics

P3: All websites Enterprise characteristics

Innovative company detection

Source: authors’ work.

Often a single website (P1) is scraped (single-site web scraping) — for example,
search engine results are collected for an analysis. In such a case, the web scraping
software is collecting data from an individual website represented by one URL, i.e.
a website address.

Collecting data from a set of websites selected by researchers (P2) is called
purposive sampling (Palys, 2008). It involves the selection of a sample on the basis of
the researcher’s judgement as to which subjects fit the criteria of the study best
(Purposive sampling, n.d.). Price statistics, for example, are based on a number of
specific e-commerce portals. A collection of job advertisements compiled from
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several websites is another example of P2. Since the sample of the scraped websites is
selected before the research is performed, it may not be statistically representative of
the target population the researcher had in mind, which is a potential source of bias
that might seriously affect the outcome.

Collecting data on the entire population (P3) is the most technically-challenging
approach, for three reasons. Firstly, a publicly available database of all active websites
is not available in every country. There are domain registration authorities headed
by the Internet Assigned Numbers Authority (IANA), but their databases are not
publicly available. Secondly, creating a complete database by combining all URLs
from various sources is a good starting point, but most probably, some websites will
still be missing. Hence additional search and crawl process is required. Crawling
refers to the process of finding additional URLs on websites already accessed. This
step can also be used to check the quality of the link between the statistical units, e.g.
enterprises, and websites found, and may also provide information on the units
without a website. Thirdly, the composition of active websites is very dynamic; data
yielded may already be outdated by the time the process is finished.

For all these reasons, obtaining an almost full overview of all websites in a country
requires considerable effort. What is more, the total population of websites is often
not exactly known. The size of the population is therefore often just estimated, and
usually only popular websites are selected, potentially introducing biases. This is
because some less popular websites, yet important from the point of view of the
study, are skipped. How this can be avoided, for instance, was described in Daas and
van der Doef (2020).

3. Case study on web scraping of the selected collection of websites

This section presents the case study of collecting data on a selection of enterprises.
The study is based on the data scraped from the websites of Polish enterprises (URLs
gathered from the Orbis database), but we will also be referring to the Dutch
experience. The ‘Polish enterprise’ is understood as a company present in the Orbis
database, located in Poland. The URL data for the Dutch study were obtained from
DataProvider (a Dutch company). These data were subsequently linked to the
corresponding businesses in the Business Register of Statistics Netherlands at the
most detailed level possible. The linking procedure compared the Chamber of
Commerce number and address from the website with those in the Business
Register; see Daas and van der Doef (2020) for more details. The process used for
web scraping in this case study is presented in Figure.
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Figure. Web-scraping process used in the case study

Accessing the website

« if allowed, go to the next
process

« if not allowed, record this
information and stop the
process

Getting the list of URLs % Identification of unique URLs

Checking whether robots.txt

exists

«if allowed, get the website

s if not allowed, end the
process

Storing the website in NoSQL
database

Source; authors’ work.

First, we decided to create a list of URLs based on the Orbis entities database
managed by Bureau van Dijk. It is a commercial data provider service which
maintains the database. Orbis is the repository for entity data. It consists of
information on nearly 450 million companies and entities around the world (Orbis,
n.d.). We took from this database all URLs linked with companies in Poland. As
presented in Table 2, the collection of URLs for Poland was comparatively large
(503,700 enterprises) and linked to enterprise business IDs. The linking process was
based on the attributes such as an ID, name, address, etc., included in the Orbis
database. Next, the set of URLs was limited to those with unique domain names, to
prevent the same domain from being scraped multiple times. There were duplicates
in the dataset, i.e. we found thousands of enterprises using the same domain name.
This usually occurs when there is a consortium of enterprises with many branches,
or when the local enterprise is based on franchise. Then, it was checked whether it
was possible to access the website. Some of the websites were inaccessible, generally
due to three reasons:

o website rejected by the server due to suspicious internet traffic (robot detected);
e the server was out of service/web domain was not active or
e atime-out of the request.

Sometimes it helps to re-visit an ‘inaccessible’ website at a later time. For instance,
in the study performed by Daas and van der Doef (2020), inaccessible websites were
re-visited at four different times. The next step was to check whether the robots.txt
file, if available, allowed the website to be scraped. We found that for more than 95%



P.DAAS, J. MASLANKOWSKI Current challenges and possible big data solutions for the use... 55

of the websites in which the robots.txt file denied scraping (at a certain level), it was
still possible to collect the data, when ignoring this file for testing purposes. If this
was not possible, the process was stopped and the appropriate flag was recorded in
a NoSQL database. If the robots.txt file allowed access to the homepage, the
homepage was stored in the database for further processing.

Even though we decided to use the URLs from the Orbis database, it is important
to note that there are other ways of obtaining an URL list. One of the options is to
actively search for websites with the URL retrieval software (European Commission,
n.d. a, n.d. b). This is described in more detail in the subsequent paragraphs. The
second option is to get various databases of URLs and merge them to have the most
complete database. This involves using Wikipedia, the Whois database or publicly
available business registers storing URLs, e.g. for Poland it could be the National
Court Register.

Table 2. Results of the case study of web scraping of a selected collection of websites

Websites
Specification
number percent
Population Size .......ceenseeserennes 503,700 100
Unique domain names 459,700 91
Accepted connections 340,700 74

Source: authors’ work.

The list of URLs taken from the Orbis database contained only websites of
enterprises. The study was conducted in the first quarter of 2022. Duplicates were
identified for about 44,000 enterprises, i.e. 8.7% of websites. In the unique
population of URLs, nearly 26% of websites did not respond correctly. Servers failed
to connect because of the three already-mentioned reasons. This shows that the URL
database must be maintained and updated on a regular basis.

During the URL collecting-and-scraping process, we identified some problems
and proposed solutions to them. They are presented in Table 3.

Table 3. Problems identified during the URL sampling and web scraping

No. Issue Methods of mitigating

1 | Incomplete URL list Use URL search to find additional URLs

2 | Non-updated data on the list of | Use URL search script to verify if URLs have changed
URLs

3 | Outdated information on websites | Regularly scrape websites

4 | Website is blocking robots Try to use an alternative approach, i.e. use a different web
browser engine to scrape the data and inform the website
owner of the issue
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Table 3. Problems identified during the URL sampling and web scraping (cont.)

No. Issue Methods of mitigating
5 | Robots.txt rejection Inform website owner of the intention to scrape data (scrape
anyway)
6 | Temporary unavailability Scrape the website at another time/date
No time stamps Regularly scrape the website and monitor changes by

comparing stored data in NoSQL database

Duplicates of websites Apply de-duplication mechanisms and URL-forward checks

Only partial information obtained Check if the website is still active and if yes, check the script to
extract more data

10 | The quality of the link between an | Check whether the website refers to the enterprise in the
enterprise and the URL population by verifying that the company’s details, like the
name or address, exist on the website

11 | Information on enterprises without | Check whether there are other sources of information available,

a website (if relevant) such as a survey, or contact a small sample to obtain an
indication of the number of enterprises and type(s) of data
missing

Source: authors’ work.

With regard to incomplete URL lists (Table 3 issue 1), it is possible to get more
information by using additional sources. According to the report from the ESSnet
Web Intelligence Network group responsible for obtaining data from the web, the
number of URLs in the official statistical databases in selected ESS countries ranges
between 2,000 and 20,000. These are the URLs of enterprises, governmental
institutions, and other types of entities, like NGOs. It is important to note that URLs
in official statistics are usually not collected on a regular basis, and this process is
often supported by external software or third-party databases. In Poland, for
example, there are several such databases, e.g. the CEiDG (the Central Register and
Information on Economic Activity) and KRS (National Court Register), which are
publicly available and used to support official statistics. However, some countries are
only sourcing URLs from third-party institutions. An example of a fairly complete
set of URLs is the Orbis database (European Commission, 2022a). The Orbis
database is probably the most comprehensive set of URLs, however it requires paid
subscription, according to the purchasing plans of Orbis (n.d.).

Another option is to create a list of URLs by using search terms such as the
company’s name, address, etc. in relevant search engines. A tool that uses search
engines and evaluates and validates the resulting URLs is called a URL retrieval
software. In this approach, URLs are directly obtained from web search engines and
checked by visiting websites. Such software is using Google, Bing, Yahoo, or
DuckDuckGo search engines to obtain a set of URLs based on the enterprise
characteristics, e.g. the name, address, business ID. Usually, multiple URLs are
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yielded by the search engine that needs to be checked to either reduce the number of
possible websites or select the appropriate one (European Commission, n.d. a,
n.d. b). Finding a correct URL can be especially challenging for small companies.
This is even more the case if company names resemble each other or are too generic.
For this reason, the URL retrieval is usually followed by a machine learning-based
classification which classifies an URL as correct or incorrect along with the
confidence rate, to increase the chance that the correct URL is found.

Another possibility to expand the URL list is to extract domain names from
company e-mail addresses (European Commission, 2022b). This approach is
particularly interesting for official statistics, as most of the surveys are conducted
online, and the contact between the respondent and the NSI is via e-mail. While
e-mail address domains may not directly relate to the enterprise in all the cases (e.g.
some companies use gmail.com, outlook.com, etc.), they can nonetheless help to
increase the total number of URLs found. The downside of any URL retrieval
approach is the fact that they might be found for enterprises that actually do not
have a website. It may happen when there are companies with the same name
located in the same city or area. Even nowadays, this can still be the case for (some)
small companies active in specific branches, such as farms. To sum up these issues,
even though the use of third-party databases and URL retrieval software can support
official statistics’ URL databases, it takes much of work to obtain a complete and
reliable set of enterprise URLs.

As mentioned before, official statistics requires a regularly updated list of URLs.
Outdated URL lists (Table 3 issue 2) can create a scenario where a large part of the
listed websites may not respond. A solution is to use software to check the
availability of websites. However, in some cases, we experienced a situation where
a website that did not respond at the beginning of the data collection period was
active the following week. During our experiments, we established that when
a website that does not respond after the first visit, another scraping should be done
after a few days, up to a maximum of four attempts. If none of these attempts are
successful, the website is assumed to be inactive. Usually, massive web scraping of
thousands of websites may last up to 2 weeks to assure that all scrapable websites
responded. Another important issue is how to deal with enterprises that have
changed their URL. This can be done by performing an URL search for enterprises
that were found to have an inactive URL.

Avoiding out-of-date information on websites (Table 3 issue 3) requires regular
visiting and scraping websites. This is the key to obtaining high-quality web data.
However, there are several enterprises that provide very limited information on what
they actually do. In addition, some websites remain publicly accessible even if the
enterprise is no longer operating.
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Blocking robots (web scrapers) by the website owner (Table 3 issue 4) is a very
important potential obstacle to consider. One solution is informing the website
owner about the intention to scrape their website and asking their permission for
that, but this is not convenient while scraping thousands of websites. The alternative
is to use another supplementary scraping approach, such as a web-browser-based
engine, e.g. a headless browser from Chromium or Mozilla Firefox, that might
mitigate the criteria used by the website owner and prevent being identified as
a robot. The use of these web browser engines should be the same as the typical use
of web browsers, i.e. there should be delays between requests and not all the
attachment links (e.g. PDFs) should be scraped. Using such an approach will
certainly increase the number of the collected websites. In our case study, we
observed that adopting this option increased the positive response of about 10% of
the websites. It is very important to indicate the robot properly in the user agent
variable by including a ‘web scraper for official statistics’.

Robots.txt rejection (Table 3 issue 5) is challenging. On the one hand, it is possible
to access the data even if the robots.txt denies this type of traffic on the website; we
found it was possible in 95% of such cases. On the other hand, we should respect the
rules laid down by the website owner in the robot.txt file. However, since the data is
used for the production of official statistics, our suggestion is to scrape the data and
inform the website owner about this unexpected traffic via the appropriate channels
used by the NSI of the country.

Website temporary unavailability (Table 3 issue 6) is also related to the second
item on the list of possible reasons for the unavailability of a website, i.e. outdated
URLs. However, in this case, we are focusing on the temporary unavailability of
a website. This issue can be solved by repeating the requests at another date and time
(as mentioned before). If the requests repeatedly fail for a large numbers of websites,
it might be helpful to change the IP address, use a VPN or delete cookies.

In many cases, the time stamp is very important when collecting data (Table 3
issue 7). For example, when collecting job advertisements, it is important to have
information on the date and time when a specific job advertisement was published.
The seventh issue shown in Table 3 illustrates a situation where it is not possible to
extract the time stamp from the website. If that is the case, one option is to perform
web scraping at a regular basis for a specific period, e.g. daily or weekly, according to
the requirements of the research, and to compare the results to see what has been
added or removed. However, an easier soultion is to simply use the date of web
scraping, withouth worrying when the ad was first published. If the advertisement is
on a website, most probably it is valid.

Website duplicates (Table 3 issue 8) come in two different forms. One occurs
when a selected number of websites is scraped, in order to, for example, obtain real
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estate advertisements, and the same or a very similar advertisement is discovered in
the data collected. The second relates to a URL list in which one URL is used by
several (different) enterprises or when different URLs redirect users to the same
website. In the first of the above-mentioned cases, it is necessary to include the
detection of similar items in the data-processing phase. Very similar advertisements
should be treated as the same record. In the second case, where a URL is linked to
more than one enterprise, it is important to check whether the enterprises with the
same link are connected (e.g. branches, etc.). If this is actually so, the results of the
website analysis should also be linked to each of these enterprises. When different
URLSs refer to the same webpage, this usually indicates that an enterprise wants to
increase the traffic to its webpages by increasing the chance that the website is found.
In this case, it is important to verify if the original URLs are all correctly associated
with the enterprise and not with others.

Limited amount of information provided by websites (Table 3 issue 9) can
negatively affect the results of web-scraping. Manual check is required to assure that
the website is still owned by the company and that the information extracted is all
that is available on the webpage. We found that this situation is quite often caused by
websites reporting that the domain is either “for sale’ or “‘under construction’. If this
is the case, these websites are actually inactive and need to be excluded. However,
when the website is owned by a company and some (relevant) information is
provided, this needs to be included in the subsequent processing steps. One way of
dealing with these kinds of websites is to include them in the final estimation process
as a separate group (Daas & van der Doef, 2020).

The quality of the relation between an enterprise (sample unit) and its website
(Table 3 issue 10) needs consideration when, in some cases, there are errors in the
databases resulting in a website not being linked to the appropriate company. It is
also possible that the domain has expired due to non-payment and requests are
redirected to the website of the service provider. In all these cases, the solution is to
check the content of the website and compare it with the data in the business
register, i.e. the company’s name, address, etc.

Collecting data on enterprises which do not have a website but are included in the
sample population (Table 3 issue 11) is only a problem if the data from these
enterprises is required. Obtaining all the required information from enterprises
without a website may be difficult when a large sample is studied. However, one can
attempt to study a smaller population, e.g. a selected type of companies, for which
data is available in another source, such as a survey. If this is possible, one could
attempt to estimate the total number of companies with no website to get an idea of
the size of this part of the population. Such an approach is briefly explained in the
study on innovative Dutch companies (Daas & van der Doef, 2020). In this study,
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the number of innovative companies without a website was estimated via the units
included in the Community Innovation Survey and by contacting a small sample of
potential innovative small companies directly. The final estimate of innovative
Dutch companies without a website was 0.1%.

4, Discussion and examples

The use of website data in statistical production cannot be overestimated. First of all,
all kinds of data on the demand on the labour market, real estate advertisements or
price statistics can be downloaded this way at a minimum cost. The cost is
predominantly the work of people collecting and processing the data. The essential
issue is obtaining a representative (part of a) population to be used in the study.
Knowledge of the market and the largest players in the studied field might be
helpful. During our extensive work in the area of web scraping, we formulated some
helpful recommendations. Firstly, when looking for the most relevant websites to be
scraped, do not assume that the biggest are the best. For example, there are
numerous websites with job ads, but only a few of them have been stable and reliable
over time. This is essential, as time series might be significantly disturbed by
including websites with volatile job advertisements in the population. As shown in
Table 1, it affects P1 and P2 population sizes.

If voluminous web scraping is necessary, the authors of this study prefer to scrape
as many websites as possible. A typical example of massive web scraping is the
Online-Based Enterprise Characteristics (OBEC) survey. It has been repeatedly
conducted for a selected number of EU countries and the results can be found in the
experimental statistical website (European Commission, n.d. c¢). The difference
between the case study described in this paper and the OBEC survey is the
population size. In our case study, we used all the websites of Polish enterprises
available in the Orbis database. In the OBEC survey, on the other hand, which is
conducted for several EU countries, only those websites of the OBEC population
were scraped that have been traditionally used in the survey on the ESS enterprises’
application of the ICT. The expectation of similar results for both studies
independent of the data collection mode is the main motivation for using website
data to extract enterprise characteristics.

However, the voluminous web-scraping case study described in this paper
demonstrates that when this technique is used, researchers should make allowances
for the issues described in Table 3. Here, it actually helps to collect as much data as
possible. Additional advantage of massive scraping is that the findings for websites
of smaller enterprises (i.e. those with fewer than 10 employees) are included, which
is not the case in traditionally-conducted surveys. On the other hand, excluding
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enterprises with fewer than 10 employees makes the mitigation of problems much
easier. This is why there are some suggestions to limit the population to the most
reliable URLs. The same arguments hold for the study of innovative companies
(Daas & van der Doef, 2020). In this Dutch study it was shown that i) the traditional
survey-based estimate of the number of large innovative companies could be done
with web-scraped data only, and that ii) the number of small innovative companies
could be determined for the first time.

Slightly less complicated is a study that uses a selected number of websites, like
job advertisements. Our experience of working with such data shows that these can
be easily included and fulfill the requirements of a traditional survey. Additional
advantage of small-scale web scraping, i.e. based on a smaller number of websites, is
the fact that there is the possibility to contact all website owners and inform them
about scraping their domains. However, the occurrence of duplicates in web-scraped
data is a much more complicated problem. For instance, in the case of job
advertisements, many providers might add (a set of) the same advertisements, some
of which may even be repeated at different locations within the same domain.
According to our experience with the OJA data for Poland from the four largest OJA
portals, up to 10% of the job advertisements collected were found to be duplicates.
Duplicates can be very difficult to detect, because the enterprise to which the job
applies sometimes cannot be accurately identified.

5. Conclusions

This paper presents an overview of issues that affect the use of website data for
official statistics. Some of these problems are of technical nature, and can be solved
relatively easily. However, as our case study, the analysis of the literature and our
personal experiences demonstrate, the most challenging problem is related to the
selection of a set of websites, as well as the quality of the link between the units and
the websites used in the study. The larger the number of websites used, the more
serious these issues become. The difficulty is that a certain number of pages and
objects needs to be collected to represent the target population. This population may
not be known in advance; what is more, it is often determined no sooner than the
data has been collected. This particularly concerns enterprises where, based on the
Eurostat data, it should be possible to estimate the percentage of firms having
a website, but it may not be possible to indicate exactly which of them actually have
one. The previously mentioned URL-search approach can be used here to mitigate
this problem.

The application of internet robots using search engines provides an opportunity
to increase the number of URLs. This increases the sample size, which is very helpful
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when conducting research based on websites. External sources provided by third-
party companies may also prove helpful for public statistics. The synergistic effect of
different URL retrieval methods and additional sources will certainly contribute to
creating a list of URLs as complete as possible, and are also likely to enhance the
relationship between an enterprise and the accompanying website. However, it
should not be forgotten that the Internet is constantly changing and data collected
today may differ significantly from the those collected tomorrow. This is relevant for
all studies that use web data. Time stamps are essential here.

This enables us to answer the research question posed at the beginning of this
paper, namely whether it is possible to collect internet data suitable for the
production of official statistics using massive web scraping techniques. The tentative
answer is that one source of URLs (a database) may not be enough to conduct
reliable massive web scraping surveys. Multiple sources, which need to be
maintained, managed and updated, and supplemented by third-party providers
(whenever possible), are generally preferable. The case study conducted on one
database revealed that nearly 20% of URLs were not accessible, due to non-existing
websites or website owners blocking access of the robots.txt file to prevent scraping.
Therefore, we suggest using the methods and solutions listed in Table 3 to deal with
these issues. When all information is available and the data has been processed,
subsequent bias correction methods need to be applied to produce the best possible
estimate.
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Abstract. The article discusses EU policy for digital transformation and the associated
development potential. The article aims to critically analyse the current progress of the
operationalisation and implementation of the relevant policies. It is followed by the recognition
of the challenges that can contribute negatively to the necessary strategic objectives and
obstacles that may hinder reaching the policy goals. In particular, a significant obstacle may be
a major deficiency of adequately prepared experts ready to work in new roles in a dynamically
developing data ecosystem. A remarkable example is the role of the Data Steward. This role is
essential for fostering the rapid development of the data ecosystem in the EU. We propose
creating a universal competence framework for Data Stewards to streamline human resource
allocation. The article proposes a basic outline of the necessary skills and competencies
ensuring effective data stewardship.
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Transformacja cyfrowa i ekosystem danych
— implikacje dla tworzenia polityk
i wymagan kompetencyjnych

Streszczenie. W artykule omoéwiono polityke Unii Europejskiej dotyczacg transformacji
cyfrowej i zwigzany z nig potencjat rozwojowy. Celem pracy jest krytyczna analiza postepu, jaki
dokonuje sie obecnie w zakresie operacjonalizacji i wdrazania odpowiednich polityk. Ponadto
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1. Introduction

Over the last few years, modern digital technologies have significantly influenced
changes in economies and societies, affecting individual enterprises, entire sectors of
activity, public administration, and citizens’ everyday lives. Digital transformation is
changing the way people live, work and communicate. Data are at the heart of this
transformation. The amount of information generated by citizens, businesses and
public authorities is constantly growing. Whole new data ecosystems are created,
with enterprises, public institutions, and even households collecting data. These can
be treated as a new resource and a new factor of production. The growing amounts
of industrial and public data, combined with technological changes in how they are
stored and processed, represent a potential source of growth and innovation that
should be harnessed. The wide availability of data and their safe and open exchange
offer the possibility to respond to many vital economic and societal challenges. The
proper use will enable enterprises, the public sector and citizens to make more
informed and beneficial decisions positively influencing their development. Fast and
secure data exchange will ensure the further growth of a knowledge-based economy
and enhance the quality of life. Therefore, there is a growing need to tackle data
governance, better organise and improve the functioning of the data ecosystem, and
make it cohesive and coherent, at least in the basic scope, to facilitate data exchange
and application between all interested parties. New regulations are necessary to
increase trust in sharing data and ensure the security of their processing; guidance
over data quality is likewise crucial. All these needs, in turn, translate into a growing
demand for qualified staff with competencies in specific areas related to the broadly
understood digital transformation. The article aims to critically analyse the strategic
activities of the European Union aimed at stimulating the progress of the digital
transformation and creating a data space. The analysis points out that a significant
obstacle to reaching the policy goals is the shortage of adequately trained specialists
to perform the role of Data Stewards. The emergence and rapidly increased interest
in jobs related to data stewardship seem particularly important. It seems that
fostering this newly reinvented role determines the development of properly set up
and functional data ecosystems adequate to its potential and needs.
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2. Digital transformation

As general-purpose technologies, information and communication technologies
(ICT) saturate all aspects of socio-economic life. On the one hand, they change the
ways of social interactions, and on the other hand, they more and more often enable
direct communication between devices and objects that create what is called the
Internet of Things. Companies are changing their internal structures to use ICT
effectively. Employees acquire new skills to use them, process information and learn.
Public administration adjusts the ways of interacting with citizens and businesses
accordingly. New means of communication lead to the creation of new behaviour
models and, as a result, consumption patterns are changing as well. Undoubtedly,
new technologies are currently one of the fastest-growing sectors of the economy in
developed countries, characterised by an increasing share in the creation of GDP.

The progress in modern computer techniques and technologies has led to
a revolution in collecting, processing, storing and transmitting information (Bell,
1973). Modern digital technologies influence and support business activity. The
digitalisation process concerns communication and business management and often
affects production or service processes. This results in IT systems in enterprises that
collect, send, store and process larger and larger data sets.

These technologies fundamentally change how various entities operate:
producers, service providers, customers and eventually the whole economy (Horton,
2007; MacKay & Vogh, 2012). Hence, we discuss how the private and public sectors
are transforming, including the transformation of government and local government
authorities and administration. The use of modern technologies in providing
services by public administration bodies is described as e-services or e-government,
synonymous with electronic administration, e-administration, and e-governance.
Contacts between a given organisation and its service providers and recipients occur
electronically, thanks to ICT.

The digitalisation of the economy produces more and more data. Data can,
therefore, be determined as a new resource, a new production factor. Data collected
by companies, especially on what are called platforms (platform economy), allow
them to assess the demand, profile the advertising content and personalise the
product. Digitalisation technology, i.e. everything that allows data to be collected,
processed and analysed leads to new business models that affect user behaviour and
business response, distorting companies’ established operations in numerous sectors
of the economy. The emergence of Airbnb led to a shock in the hotel market; the
appearance of Uber revolutionised public transport. The platform economy expands
to other sectors of the economy in the first place, where information is at the heart of
the business model.
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The transformation processes permeate the entire economy, gradually changing it
into a digital economy founded on electronic data exchange. It is the crucial axis of
a modern economy that also develops in virtual space. A digital economy results
from technological progress, new means of communication, the accumulation of
knowledge and data processing methods. It is a consequence of the development and
convergence of data processing techniques (dynamic growth of computing power,
data storage capacity), telecommunications (data transfer speed, advancement of
protocols, infrastructure investments) and knowledge accumulation (algorithms,
data science).

3. Data ecosystems - a strategic perspective

Technological changes in storing and processing the growing amount of data are
a major source of innovation. New digital data ecosystems are created that can be
understood as systems for generating processes, collecting and storing data
resources, and continuous exchange between individual entities of this ecosystem
participating in social and economic life. They are the effect of the possibilities that
digital technologies jointly offer. Data enable ecosystem entities to make better
decisions, resulting in higher performance, competitiveness and more efficient
management. Here, the issue of entities entering the data ecosystem and their
potential roles appears. We deal with an outburst of possibilities in this case as well.
With advancing digital transformation processes, the generation and acquisition of
data cease to be the domain of only a narrow group of specialised entities. These are
not only IT enterprises anymore, because digital technologies are increasingly often
used across almost all industries and beyond that, not only in businesses but also in
the public sector, NGOs or simply among citizens who can passively share their data
using modern devices and services, or actively participate in citizen-generated data
projects.

Data is at the core of the digital economy. The increasing volume of the generated
data and the number of actors involved lead to a growing need to undertake
necessary governance-related policies to improve the functioning of data ecosystems.
Firstly, it is important to facilitate the exchange of the collected data between
individual entities of socio-economic life. The gathered data should be available to
everyone regardless of the nature of the entities (public, NGOs or private), size or
maturity. Thanks to this proceeding, the benefits that data bring will be maximised.

Decomposing the EU strategic perspective may be a helpful tool to contextualise
further considerations in this article. The European data strategy aims to enable the
EU to make better decisions and solve current political issues, such as resource and
climate problems, leading to a data-agile economy driving overall innovation. In
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February 2020, the European Commission published two documents key to the data-
based economy: ‘Shaping Europe’s Digital Future’ (European Commission [EC],
2020b) and ‘A European Strategy for Data’ (EC, 2020a). In the first one, three
essential elements were indicated for the correct shaping of the digital future of
Europe: technology benefits people, a fair and competitive economy, and an open,
democratic and sustainable society. The document on the digital future of Europe
contains essential elements of the EU’s strategy for a data-based economy. It is an
introduction to the content laid out in the second regulation. In the data strategy, the
European Commission described the vision of European Data Spaces, a common,
single data market on which they could be used regardless of the country of origin.
It provides a list of the legal activities and investments that will be made over the
next few years. The goal is to exploit data and demand for goods and services based
on data. The strategy for data undertaken by the European Commission activities is
based on four pillars. Firstly, there is a plan to create a legal framework for data
management, tackling the availability of public sector data and actions used to
exchange data efficiently within sectors should also be intensified. The second
strategy pillar applies to the provision of support for technology development and
digital infrastructure. The third pillar of the strategy involves investment in
competencies and general skills to use data. The European Commission’s activities
aim to reduce the gap in extensive data acquisitions and data analysis capacities. The
fourth pillar of the strategy for building a data-based economy concerns the
development of a common European data space in strategic sectors and fields of
public interest (e.g. relating to mobility, green governance, industrial data, energy,
agriculture and health).

As indicated in the document, the possibilities of using data for innovative
purposes are essential in the data-based economy. Data availability is a crucial
problem. Even in the cases where one may expect an abundance of data, a lack of
sharing mechanisms may severely hamper the innovation potential. Therefore, the
data value is best assessed through the prism of its reuse. Hence, the need to unblock
the flow channels is one of the critical elements of the European strategy. A typical
data ecosystem for the development of collaboration in the field of data sharing
may be decomposed into four main spheres - B2B (Business-to-Business),
B2G (Business-to-Government), G2B (Government-to-Business) and finally, G2G
(Government-to-Government).

In the case of B2B data sharing, the consensus is that it is still not dynamic enough
and needs enhancement in the EU. In the coming years, it should be made more
viable economically and, thus, more attractive thanks to the new policy initiatives.
Fears against the loss of competitive advantage, the lack of mutual trust, concerns
about data appropriation and exploitation by third parties are among the factors that
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affect the current state. There are plans to run new policies and programmes to
financially support this type of data sharing while offering guidelines to facilitate
agreements guaranteeing equal negotiation positions of the parties and the security
of the information provided.

Next, B2G data sharing is associated with the use of private data by public
authorities. The European Commission’s documents state that using private-sector
data is insufficient. At the same time, the public sector can significantly improve the
policy-shaping process and delivery of public services based on the evidence
available through data. One prominent example of the above is the potential
to considerably increase official statistics’ scope, granularity and timeliness.
Strengthening data sharing in this regard would accelerate the development of
a data-based society and improve decision-making processes in the public sector.
The European Commission recommends developing appropriate incentives to build
data sharing. It proposes to analyse the legitimacy of introducing an EU framework
regulating the reuse of private data in the public interest. There is a chance that the
individual member states will initiate national programmes facilitating access to
privately-held data by the public sector.

The primary assumption in the G2B model is to provide data to businesses by
public administration. Data generated thanks to public funds should benefit the
society to the broadest possible extent. It applies particularly to high-value data sets,
including different forms of protected data, which are only sometimes made
available for research due to the need for mechanisms consistent with the provisions
on personal data protection.

A crucial role in building a data-based economy is G2G data sharing, i.e. data
exchange between public authorities. In this respect, the preparation and
implementation of the relevant regulations remain a competency of member states’
administration at the national level. Cooperation on this platform will significantly
improve the policy and provision of public services and reduce administrative
burdens for market-operating enterprises.

The EU should become a place where data enable better decisions. However, this
goal must be founded on a solid legal framework dealing with fundamental rights,
data protection and security. Suppose the EU is to play a leading role in a data-based
economy. In that case, it must take action now and in a coordinated manner to deal
with access and data storage, computational and cyber security. In addition, the EU
will have to improve its data processing structures and increase the pool of high-
quality data available for reuse. Issues related to cyber security tackle many fields -
public administration, financial institutions, international corporations, small and
medium-sized companies, and individual users. A balance must be kept between
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a vast flow and use of data and a high level of privacy, security and ethical standards
to unleash the potential of data to the fullest.

4. EU policy actions

Undoubtedly, effective policies need the support of appropriate regulatory
frameworks and governance. The primary goal is to create regulations that raise
confidence in the sharing process and ensure the security of processed data. In 2014,
the European Commission published the “Towards a thriving data-driven economy’
(EC, 2014b) communication, which relied on a coordinated action plan involving
the member states and the EU. The European Commission proposed policy
initiatives to address bottlenecks in the data ‘reuse potential’ by creating a common
European data space. Consequently, the adopted ‘Towards a common European
data space’ (EC, 2014a) European Commission communication proposed a package
of measures pointing to the four primary modes of data sharing referred to above,
i.e. B2B, B2G, G2B, and G2G. As one of the results, Directive (EU) 2019/1024 of the
European Parliament and of the Council of 20 June 2019 on open data and the re-
use of public sector information, also known as the ‘Open Data Directive’, entered
into force on 16 July 2019, providing a common legal framework for a European
market for government-held data (public sector information). The Directive was to
be transposed into national legislation by June 2021.

In its European Data Strategy put forward in February 2020 (EC, 2020a), the
Commission declared subsequent initiatives: an implementing act on high-value
data sets and two major legislative proposals: a governance framework for common
European data spaces (Data Governance Act; EC, 2020d) and a Data Act.
Implementing the regulation on high-value data sets will include a list of data with
high commercial potential, speeding up the emergence of value-added EU-wide
information products.

The new regulations are to become the basis for the European Data Policy. Many
regulatory initiatives are in preparation (see below), but two are fundamental. The
main policy implications of the EU data strategy are prepared as the Data
Governance Act and the Data Act. The Data Governance Act provides an
overarching governance framework for establishing and functioning common
European data spaces, constituting the core part of the European Commission’s
broader data and digital strategies. It is designed to encourage investment in new
infrastructure for sharing data, increasing data availability, strengthening the
mechanisms for their sharing and ensuring the safety of processed data, helping to
build a single digital market for data across EU member states. Legal solutions apply
mainly to ensuring a high level of privacy and data security, which are subject to
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sharing based on a new data management framework. The task of the Data

Governance Act is primarily to increase market trust in the sharing process. The

proposed provisions build the confidence of enterprises, government authorities and

citizens to share information on the European data market.

The Data Governance Act has four pillars:

e granting access to public sector data for reuse in situations where these data may
be copyrighted;

e sharing data between enterprises in exchange for remuneration in any form;

e cnabling the use of personal data with the aid of an ‘intermediary’ helping
individuals to follow Regulation (EU) 2016/679 of the European Parliament and
of the Council of 27 April 2016 on the protection of natural persons with regard
to the processing of personal data and on the free movement of such data, and
repealing Directive 95/46/EC (General Data Protection Regulation [GDPR]);

e enabling the use of data from altruistic motives.

The document contains information on how public and private sector data
(usually unavailable due to intellectual property rights, trade secrets or privacy
rights) could be made available using mechanisms guaranteeing anonymity and
confidentiality under the applicable legal acts. These shall also include personal data
protected by the General Regulation on Data Protection and within its legal
standards. The Data Governance Act outlines how the data in possession of the
public sector, charged with third-party rights (e.g. trade secrets and intellectual
property rights) may be used. It contains provisions enabling data intermediaries
(data brokers), defined as trustworthy actors, and sets the registration rules of
entities that collect and provide data for charitable purposes. The new law aims to
improve information protection and create a safe environment for obtaining, using
and controlling data. The entire process of transferring and managing data is based
on the neutrality and transparency of ‘data intermediaries’ responsible for data
collection. These are to be trustworthy entities to which data are made available.
Data intermediaries will be required to maintain neutrality and observance of the
strict requirements, including the ban on using data for their interest. A certification
or labelling framework has been proposed together with a notification obligation
and then the monitoring of the compliance with the requirements for designated
competent authorities in the member states. These proposals do not apply to data-
sharing initiatives in closed groups.

In conclusion, the regulation is primarily to help build trust and raise process
security, thus strengthening the practice of using data and creating innovative
solutions. Government agencies should consider what data can be made available to
guarantee their quality and what policy (and perhaps a price list) of their sharing
should be adopted. The analysis of which data may be helpful and how to ensure
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their safety and compliance with the requirements of other regulations will be
necessary on the part of companies. In turn, potential data intermediaries should
consider the relevant ideas for business and ways to facilitate data access and
sharing. In each of the above, one has to be able to ‘reign over data’ to know what
data one has and how they are processed and used. In practice, applying the
proposed regulation will involve the inventory of the data held, classifying them
according to the regulations they are subject to and ensuring their safety. The Data
Governance Act also sets out a framework for the voluntary registration of entities
that collect and process data made available for charitable or altruistic purposes.

The Act aims to enable data-driven innovation by setting a governance
framework to promote confidence in data sharing and incentivise the expansion of
EU data spaces while ensuring that natural persons and legal entities are in control
of the data they generate. We are currently facing many forms of barriers to sharing
data, like restrictive intellectual property rights, concerns about compliance with
GDPR, fears of breaches of confidentiality, or fears of others deriving value from
shared data when those who actually shared them were unable to do so. Data
governance aims to promote data assets, going beyond some simple set of protection
rules, but aiming more broadly at breaking down barriers to sharing. Thus, it has the
potential to benefit businesses and the society more generally. The Data Governance
Act establishes a framework to promote confidence in data exchange between
organisations. It creates the basis for managing data spaces that comply with the
values and laws of the EU, such as personal data protection, consumer protection
and competition rules.

The last of the main proposed acts was planned to be adopted at the end of 2023.
The Data Act will explicitly support B2B data sharing and B2G data sharing for
public interest purposes, fostering access to data held by private sector entities when
these data are of public interest. The European Commission hints that the right to
data portability could be enhanced to give individuals more control over who can
access and use their data; changes in the EU’s intellectual property rights framework
may be introduced, particularly in database rights and trade secrets.

5. The increasing complexity of data ecosystems

Europe’s digital strategy also highlights many other legislative initiatives the
European Commission plans to introduce. These include: laws on crypto assets and
digital operational and cyber resilience in the financial sector; online platforms
(Digital Services Act; EC, 2020c), data centres, cybersecurity, a review of the
Network and Information Security Directive, EU’s existing eIDAS Regulation (EU)
No 910/2014 of the European Parliament and of the Council of 23 July 2014 on
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electronic identification and trust services for electronic transactions in the internal
market and repealing Directive 1999/93/EC (digital identities), action plans on ‘5G’
and ‘6G’; new digital sector inquiry; or new strategies for payments, the industry,
blockchains and quantum computing. Add the Open Data Directive, supporting the
use of public sector data collections, the Database Directive, and the well-known
General Data Protection Regulation, and we will receive an increasingly complex EU
legal system related to data. Naturally, this brings in substantial issues, some still
unclear. For example, the Digital Governance Act provides an oversight of data
sharing by competent authorities. However, there is a potential for uncertainty of
responsibilities if providers are subject to regulatory oversight by several different
authorities in the countries in which they are located.

The next issue to mention relates to cross-border transfers of data. According to
the same Governance Act, non-personal data that is subject to the rights of others
may be transferred from an EU country to a third country only if proper safeguards
are in place. The Act should ensure the protection of the fundamental rights of data
holders. At the same time, third countries providing some equivalent (to the EU)
level of protection should be allowed to transfer data across boarders. How the
European Commission is going to operationalise it needs to be made clear. One
solution might be offering model contract clauses to gain reassurance that the non-
personal data transferred outside the EU is protected. Next, the Digital Governance
Act does not require data-sharing service providers to have an EU establishment,
though the provider must appoint a legal representative in the EU.

Prospective data-sharing service providers with multiple establishments in the EU
will be deemed to have their main establishment where their central unit is located.
The GDPR, however, allows choosing the main establishment where the most
important decisions about personal data processing are taken, not necessarily the
central administration unit. Some other risk emerges in data altruism, specifically
concerning forms proposed to gather consent from individuals to use their data,
which is very broadly described in the regulation as consent to specific purposes or
data processing in certain areas of research or parts of research projects when it is
initially difficult to precisely identify the purpose at the time of data collection.

The above-mentioned issues naturally impact all modes of possible data sharing
and may become extensively problematic in more complex cases like data
collaboration and collaboratives. In these cases, the distributed nature of the data
supply is matched with the distributed nature of demand for data. These can bring in
a value-added insight that can potentially be generated only thanks to such
initiatives. Naturally, the policy’s intention is to instigate such collaboration in
a more agile and instantaneous manner. The pandemic is clear evidence of such
a need; it also clearly exposed a lack of preparedness for deep and swift data
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collaboration. Data innovations may happen, yet many concerns still need to be
addressed regarding incentives, limitations, obstacles, the lack of regulatory
solutions or governance framework. New regulations are expected to fill this gap, but
not without problems. However, the purpose of this article is not a detailed analysis
of the potential problems, difficulties or issues requiring solutions. The intention is
to demonstrate that the entities or persons who want to take advantage of the digital
transformation and exponentially growing data ecosystems will need help with this
increasingly complicated matter. Inevitably, a high degree of complexity can result in
a significant burden, cost and lack of trained staff.

6. The role of the Data Steward

Although permeated with significant social and economic goals and undoubtedly
necessary for the digital development of the EU, numerous legislative proposals
create an increasingly complex system of relations, connections, rules and
limitations. Undoubtedly, as often in such cases, attempts to solve particular
problems create new ones. In such a complicated system of mutual dependencies
and numerous regulations, high competencies are necessary to enable efficient
navigation between individual elements of the system according to the prescribed set
of recommendations and rules. Although the perspective of broader use of data by
analysts, resulting from the adopted measures seems very attractive, the analysts
themselves will need to constantly acquire new competencies and extensive
contextual knowledge in such a complex arrangement.

The solution is already available in the form of Data Stewards, a concept that has
long been developed in the business and scientific community (Peng, 2018).
Undoubtedly, the role of specialised Data Stewards will become more significant in
an increasingly complex and exponentially growing data ecosystem. At this point,
however, we want to propose the following side theses: changes caused by the
dynamic progress of digital transformation mean that the current group of
specialists in this field is insufficient for today’s needs and that the growing strategic,
political and regulatory interest causes that the usual extent of knowledge,
competence and skills of an exemplary Data Steward must be significantly
developed. Let us agree that these theses are valid. It subsequently leads to the
following conclusions: the need for a notable increase of Data Stewards supply while
ensuring an appropriate profile of knowledge, skills and competencies. Thus, we put
forward the central thesis that the most appropriate tool to respond to the
formulated conclusions is to create a proper competency framework for Data
Stewards tailored to a rapidly changing environment, conditioned by the ongoing
digital transformation processes and extensive new legal regulations. It is the
fundamental conclusion of this paper.
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The growing volume of data and effective data management processes require
a proper blend of technologies and people. Demand for digital competencies goes far
beyond the extent and quality needed before, even just a few years ago (Organisation
for Economic Co-operation and Development [OECD], 2016a, 2016b, 2018, 2020).
The skills necessary to manage and supervise a whole data life-cycle, assess data
value, keep adequate data quality, their efficient sharing and reuse are highly
important. The expectations towards adequately trained staff are growing. New roles
in the data ecosystems emerge, further extending the scope of training. One
particular example supported by the regulations is that of an intermediary. Their
task will ensure the availability, quality and reuse of the existing data. By organising
pooling and sharing data, they will not process it on their account. However, experts
(European Commission & Directorate-General for Research and Innovation, 2016)
point out substantial deficits in people and skills. Good Data Stewards are
exceedingly rare. Some claim that one Data Steward is needed for every twenty data
analysts, so a quick estimate suggests that many Data Stewards will be needed over
the coming years to fill in the gap (Versweyveld, 2016).

Data stewardship concerns those who work with, protect and use data. A Data
Steward is at the heart of any data governance programme. In short, data
stewardship aims to design, build, implement and manage data, enabling users to
make consistent decisions based on information. Typically, the tasks of Data
Stewards include:

e helping define and implement data definitions, shared metadata, standardised,
controlled dictionaries and standards;

e setting data quality guidelines that face requirements for what is considered to be
good data quality;

e consistent management of data resources throughout the entire life-cycle in order
to preserve their quality, integrity and consistency, and avoid redundancies and
integrity-related failures;

o facilitating the reuse of and providing access to data resources (for internal or
external purposes);

¢ maintaining high-quality metadata;

e cooperating with others engaged in creating, collecting, accessing, using, sharing
and maintaining data;

e collecting information on the needs and feedback on the quality of data resources
for which they are responsible, ensuring that data is fit for the purpose;

e being aware of the data protection policies, intellectual property and information
security; ensuring data is protected and security procedures are enforced;

e organising and contributing to communication and promotional activities to
increase awareness and use of data resources for which they are responsible;
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e building, supporting and sharing knowledge; helping users understand the data
better and recommending improvements.

Undoubtedly, the above list does not fully exhaust the scope of activities of Data
Stewards; depending on the context, not all of these tasks need to be performed or
can only be performed to a certain extent. Nevertheless, such a synthetic list of
essential items constitutes a complex set of competencies, requiring years of training
and gathering experience. While carrying out his or her activities, a Data Steward
must not only demonstrate knowledge and deep understanding of the issues that
remain in a strong relationship with his or her area of competence, but also of those
going beyond it. For example, when assisting data analysts, a Data Steward should
have some experience in carrying out such research, which can help to efficiently
prepare an appropriate quantitative analysis development environment, allowing
analysts to concentrate on the task at hand. The evolution of the role of the Data
Steward requires an appropriate skill set. Data Steward duties cover all aspects of
data governance; they must understand all levels of the business and are expected to
demonstrate cooperation skills and the ability to collaborate and effectively
communicate with other internal and external stakeholders, both in the language of
business processes and technology. Data Stewards must be able to build relationships
with others, promote best practices and demonstrate the proper use of data,
following appropriate guidelines, rules and regulations, whether internal or external
(Sen, 2018). Data stewardship aims to use information as an asset by defining
strategies, standards, policies, models, processes, tools and methodologies to identify
opportunities. Undoubtedly, the proper set of competencies is challenging to
achieve.

7. Competency framework for Data Stewards

Technological progress inevitably raises the issue of digital competencies. The
discussion is not easy; the first obstacle is the very concept of competencies. They are
interdisciplinary and broad, referring primarily to the practical ability to use modern
technologies” wealth of tools and methods. Discussions on digital competencies can
be found mainly in national and international strategic documents and scientific
literature. The variety of definitions and approaches is undoubtedly associated with
the dynamic evolution of technology and its proliferation in the economy and
society. The concept of digital competencies is related to technology-oriented sKkills.
Initially, digital skills were associated predominantly with access to equipment and
the Internet and extended to more complex usage skills to achieve various life goals.
‘Digital competencies’ may be defined as a harmonious set of knowledge, skills and
attitudes that allow the effective use of digital technologies in various areas of life
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(Erstad, 2010). The concept of digital competencies covers an extensive set of skills
that determine the efficient and conscious use of new technologies and the active
participation in the life of the information society.

In this article, we argue for the need to eliminate the deep deficit of Data
Stewards. A natural proposition to solve this problem is to invest in training
appropriate personnel. A quick review of the existing literature in this area and
observing what is happening in the education and labour markets indicate two
crucial aspects to consider when planning further activities. Firstly, the role of Data
Stewards has long been present in business, and there are also career paths that
prepare for this role. Secondly, the analysis of the existing education programmes
indicates a fundamental need for more opportunities at the university level.

The first of the indicated problems may mean that in the dynamic progress of the
digital transformation, accompanied by an active response in the legislative sphere,
we will face a deficit of specialists in the government and non-governmental sectors.
The second problem means that there is still no consensus as to what competencies
should characterise a Data Steward, at least one with a general profile of com-
petencies, ready to assume the duties, regardless of the specificity and context of the
tasks performed (after all, it is already possible to indicate a few potential
specialisations for Data Stewards).

Therefore, we propose to develop an appropriate framework for the competencies
of Data Stewards. A basic set of ready-made requirements would undoubtedly
increase the awareness of the concept of Data Stewards, facilitating the preparation
of appropriate fields of study, vocational training and training materials. There is no
doubt that the expectations of the labour market in this respect will increase.
Employers wish to know the potential employees’ knowledge, skills and personal and
social competencies. In turn, the candidates want to be aware of the content and
level of learning outcomes, within and outside higher education, in line with lifelong
learning. Competency frameworks also balance the different paths to achieve the
intended qualifications (Punie et al, 2013). When developing the desired
competencies of Data Stewards, it is possible to use the existing schemas based on
the standard defined in the European Qualifications Framework (EQF) - the
structure of qualifications levels adopted in the EU, constituting a reference system
of the national qualifications framework, enabling the comparison of qualifications
obtained in different countries. The qualifications framework defines the
qualifications obtained in the education system and their mutual relations, defining
e.g. learning pathways, making it easier to compare qualifications acquired at
different times, places and forms. The qualifications framework aims to adapt
competencies to the needs of the labour market and increase employee mobility,
promoting and facilitating lifelong learning.
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The primary element of the framework is the learning outcomes, defining what
the learner knows, understands and can do after completing the learning process. In
other words, it is a language for the description of competencies to be understood by
all stakeholders in the learning process. The scheme for describing the levels of
qualifications is based on identifying three categories of learning outcomes:
knowledge, skills and competencies, according to which specific characteristics of
learning outcomes are composed. Competencies in this tripartite are understood as
the proven ability to apply knowledge, skills, personal, social or methodological
abilities demonstrated at work or study and professional and personal careers. In the
EQF, competencies are defined in terms of responsibility and autonomy (in the
Polish competence framework, the term ‘social competencies’ is used). The first
category describes the expected range of theoretical and factual knowledge. Skills are
described as cognitive (involving logical, intuitive and creative thinking) and
practical (relating to manual dexterity and using methods, materials, tools and
instruments). Responsibility and autonomy are described as the learner’s ability to
apply knowledge and skills independently and responsibly (Europass, n.d.).

A detailed elaboration of the possible variants of the competency framework is
quite a significant endeavour. Here, we limit ourselves to indicating essential areas
and issues to consider when developing such a framework. A Data Steward, in
a nutshell, is someone who understands the value of data as a resource, who knows
about the problems of information systems in the organisation, who wants to
question the status quo and introduce changes, who has the necessary com-
munication skills, and is a person with high credibility, above all thanks to the
unique competencies in the area of data governance.

The scope of the expected competencies can be divided into three main groups:
technical competencies, non-technical (business) competencies and soft com-
petencies. The scope of technical competencies should primarily cover the following
areas: knowledge management, data processing, data archiving, infrastructure and
network, and services. This list can be further elaborated. For example, these should
include a good understanding of data and information concepts, data modelling
skills (conceptual, logical and physical), knowledge of the organisation’s data
management technologies and systems, and the related tools. Non-technical skills
refer to strategic planning and change management, project management,
compliance and legal environment, and a deep understanding of the organisation’s
foundations, functions, goals and environment. While often underestimated, soft
traits and skills are particularly important in the case of Data Steward. Here, one
can indicate creativity, independence, teamwork, listening skills, openness and
diplomacy, objectivity, communication and persuasion skills, networking skills,
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patience, calmness, and composure. To sum up, the competence of a Data Steward is
about the careful and responsible management of the data ecosystem.

8. Conclusions

Currently, businesses are confronted with a fairly complex interplay between the
existing and forthcoming EU data laws. From a business perspective, practical
guidance is needed to help enterprises navigate through this complexity and meet
their legal obligations while harnessing the power of data. A recognised Data
Steward function should be promoted in both the public and private sectors, along
with developing digital skills and capacity building to ultimately create a data-
sharing culture based on the principle of reciprocity (EC, 2020e). Trained Data
Stewards are needed to increase capacity, both on the supply and demand side of
data, to democratise access to the data and facilitate the growth of data-driven
solutions within functional data ecosystems. Data Stewards are at the heart of data
governance efforts.

Technology and regulation can only solve some problems of the lack of adequate
human resources, expertise or poorly defined functions. Data Stewards must take on
diverse roles, tasks and responsibilities, aligning data processes and applications in
developing, and enforcing data governance in compliance with regulations and
data ethics. Implemented and planned legislation requires support through
designing education programmes in the field of new roles necessary for the efficient
functioning of data ecosystems, particularly the role of a Data Steward.
Unfortunately, the current state of data stewardship education and training,
especially in the public sector, is in its infancy. Future education in data stewardship
should be built on a solid collaboration between the private and public sectors and
the academia to ensure relevant competencies in documenting, curating and
structuring data across public and private organisations, facilitating data sharing and
use in an increasingly regulated environment.

We argue that democratic countries with highly effective state authorities should
conduct an active policy on creating the state’s information order and provide
citizens and business entities with adequate information as a public good, regardless
of whether the information is needed. Thanks to this, information also reaches these
citizens or entities who do not realise what information they need. In this way, it
effectively minimises a social information gap and increases social knowledge
resources (Olenski, 2000). The right policy should focus on developing
infrastructure and the knowledge, skills and attitudes necessary for the smooth
functioning of data ecosystems or (more generally) public information governance.
Skills and habits for using information and stock of derived knowledge which
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a citizen, an enterprise or the public administration can use constitute an essential
aspect of the country’s socio-economic development. With the exponential increase
in the potentialities of generating, collecting and processing information in all
areas of socio-economic life, this puzzle’s critical element becomes the Data
Steward’s role.
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Improving research on environmental noise pollution
and its impact on the population in the context
of sustainable development

Doskonalenie badan nad zanieczyszczaniem $rodowiska
hatasem i jego oddziatywaniem na ludnos¢
w kontekscie zrbwnowazonego rozwoju

1. Introduction

In the early decades of the 21st century, environmental statistics became one of the
main pillars of information resources which describe the world we live in, prepared
by official statistics services for individual, corporate and institutional users. Data
sources are also being enhanced, which not only widens the scope of the presented
information and statistical analyses, but also reduces the labour intensity
experienced by producers of official statistics. One of these extensions involves the
study of population exposure to noise in cities with more than 100,000 inhabitants in
Poland, planned to be carried out in 2024 by Statistics Poland. The undertaking
evolved from an experimental project into a target solution. Strategic noise maps
prepared by cities with a population exceeding 100,000 constitute the source of data,
as does the number of people living in a specific building to which a spatial
location can be assigned based on data collected in the 2021 Census. These two
administrative records enable the preparation, conduct and publication of survey
results without the additional involvement of respondents, which is consistent with
the direction of development that official statistics is set to follow (Allin, 2021).

In the context of the study of the population’s exposure to noise, the direction of
development of official statistics related to the spatial reference of the observed
phenomena is significant, as it enables the recorded measures to be combined with
the precise geographical location of the surveyed units, e.g. the population. The
hitherto method of referring the measures to spatial location has been implemented
by apportioning the population among the administrative divisions. The current
state of research in the field of census taking and noise assessment offers the
possibility of combining them and relating them to a wide range of population,
ensuring precise mutual reference. This article explores the new directions of
development in this area. Its purpose is to discuss the process of improving statistical
research on population exposure to noise pollution in the context of sustainable
development with the application of new trends in data acquisition.
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2. The progress of research on noise pollution in the EU

The discourse on the need to harmonise various activities aiming to reduce
population exposure to noise could be traced back to as early as 1993 in an official
document of the European Union, titled Towards sustainability: A European
Community programme of policy and action in relation to the environment and
sustainable development). “To maintain the overall quality of life’ was one of the five
actions described in the environmental programme, which included a commitment
to measures reducing population exposure to noise. It was formulated as follows:
‘No person should be exposed to noise level which endangers health and quality of
life’ (Towards sustainability, p. 56). It can be therefore clearly stated that the
documents defining the concept of sustainable development included a clear goal: to
reduce noise pollution, which poses a threat to health and quality of life until its
complete elimination.

A comprehensive programme for limiting the exposure of the population to
excessive noise emissions in the EU was presented in a follow-up document,
published in 1996, referring entirely to the issues of noise pollution (Commission of
the European Communities, 1996). It quoted the results of the conducted surveys
which indicated that 20% of the population of Western Europe experienced negative
effects of noise (Commission of the European Communities, 1996, p. 1). The
standardisation of the assessment of noise levels relating to its classification,
methods of measurement and territorial distribution was soon introduced, as was
the obligation of the member states to take clearly defined measures to reduce the
level of noise affecting the population. Based on this document, the Environmental
Noise Directive (END; Directive 2002/49/EC of the European Parliament and of the
Council of 25 June 2002 relating to the assessment and management of
environmental noise, further referred to as Directive 2002/49/EC) was prepared and
adopted in 2002. The following expectations were formulated: ‘Achieving a high
level of health and environmental protection is part of the Community policy, and
protection against noise is among the adopted goals’. In addition to indicating the
need to take measures to minimise the impact of noise, the END also imposed an
obligation on member states to prepare strategic noise maps, also referred to as
acoustic maps, every five years. By 2022, four editions were prepared: in 2007, 2012,
2017 and 2021. Progress in the measurement methodology can be seen in each
successive edition, eliminating any emerging discrepancies in the interpretation of
a complex and self-perceived phenomenon. During these two decades, the
mandatory territorial scope of strategic noise maps was extended. The minimum
population ceiling for towns was lowered from 250,000 to 100,000, thus increasing
the population covered by the study and (i) for major roads, the level of over
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3 million vehicle passages per year was defined, (ii) for railway lines above 300,000
train passages per year, and (iii) for major airports over 50,000 take-offs and
landings per year (Directive 2002/49/EC). The methods of noise level assessment
were successively clarified in the subsequent editions of the END. In 2015, a directive
was passed specifying the method of measuring and preparing strategic noise maps
(Commission Directive (EU) 2015/996 of 19 May 2015 establishing common noise
assessment methods according to Directive 2002/49/EC of the European Parliament
and of the Council, further referred to as Commission Directive (EU) 2015/996).
The document consists of over 800 pages, which is indicative of the complexity of
the subject matter and the difficulties in coordinating activities enabling the
harmonisation and comparability of the presented results. Moreover, this
complexity is multidimensional, where, apart from the technical area related to the
measurement methods, the estimation of the number of people exposed to noise is
the problematic issue. This topic will be discussed in the next chapter.

3. Contribution of official statistics to research on noise pollution

The key issue in preparing strategic noise maps is the identification of the
population affected by excessive noise emissions. In the directives (Directive
2002/49/EC; Commission Directive (EU) 2015/996; Commission Directive (EU)
2020/367 of 4 March 2020 amending Annex III to Directive 2002/49/EC of the
European Parliament and of the Council as regards the establishment of assessment
methods for harmful effects of environmental noise, further referred to as
Commission Directive (EU) 2020/367) and guidelines relating to the methods of
developing noise maps (Gléwny Inspektorat Ochrony Srodowiska [GIOS], 2021),
the focus is laid on acoustic issues that enable the determination of accurate
immission maps of road, rail and industrial noise and showing the spatial
distribution of pollution in the studied area. However, a reasonable confidence
estimation of the population exposed to precisely defined noise levels requires an
equally precise allocation of the number of people living in dwellings subject to
spatial analysis. This task was entrusted to local governments obliged under the END
regulation to prepare strategic noise maps. However, they do not have datasets to
accurately determine the number of people living in particular buildings. The
information available to local governments on registered residents, based on which
the number of residents is estimated, or resulting from detailed records (e.g. for the
purposes of waste management) shows significant biases.

The solution proposed in the recommendations (GIOS, 2021, pp. 208-210) refers
to the information published by Statistics Poland, which in annual cycles provides
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the size and structure of the population in territorial breakdown, at the level of
gminas (Polish equivalent to communes — NUTS 5). This number should be then
distributed in proportion to the number of residential units, considering single-unit,
two-unit and other buildings. The estimates prepared in this way are used to
determine the number of people exposed to noise in buildings using one of the two
methods specified in the END. The first one considers the location of the building
together with the directions of exposure of the facade towards the source of the
noise, while the other one assigns the population to an address point located within
the building.

The above-mentioned methods of estimating the number of people living in
specific buildings reveal significant limitations which should be considered when
assessing the phenomenon of noise pollution.

To reduce the identified barriers, it becomes necessary to include information
provided by official statistics in the process of estimating the number of people
exposed to noise according to the location of buildings. The new methods of the
2021 population and housing census, taking into account the location of the
residential building, make meeting the requirements for publishing data in a 1 km?
grid possible, and help develop strategic noise maps with greater accuracy. Another
advantageous phenomenon is the synchronisation of the dates of the preparation of
both datasets, i.e. five-year periods for the preparation of strategic noise maps (e.g.
2021, 2026, 2031...), with ten-year deadlines for the implementation of censuses (e.g.
2021, 2031...). Acoustic maps can be therefore fed with population data from the
most up-to-date census data.

The set of 244 indicators illustrating the 17 Sustainable Development Goals
(SDGs) does not directly refer to noise reduction, which can be recognised as
a shortcoming. The need to eliminate this type of pollution is clearly indicated in the
documents constituting the sustainable development initiative (Towards
sustainability), which encourages a precise reference to it in the implementation
process. References to noise pollution can also be found in research works
presenting composite indicators of sustainable development (Lafortune et al., 2022;
Sachs et al.,, 2022), but only as a supplement to the categories of pollution listed in
the objectives (3.9, 6.3, 14.1), i.e. air and water, or housing conditions, e.g. urban
sprawl and overcrowded settlements (Lafortune et al., 2022, pp. 53, 96). The lack of
noise indicators in UN documents can be explained by the complexity of the issue of
measuring this phenomenon and the difficulties in implementing them on a global
scale.

However, the services of official statistics have taken steps to fill the existing gap.
As part of the project entitled On the 2030 Agenda and SDGs, they present an
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indicator called Population living in households considering that they suffer from
noise. This indicator shows that the share of people experiencing inconvenience due
to this reason was constantly decreasing: from 16.2% in 2010 to 12.5% in 2019
(Gléwny Urzad Statystyczny, 2022). The source of these data is a survey coordinated
within the EU called EU-SILC (European Union statistics on income and living
conditions; Eurostat, n.d.). The selection of the research sample is representative, so
we can legitimately apply its results to the entire population. It should be noted here
that they reflect the subjective perception of the surveyed community whose
representatives are selected irrespectively of the noise indicators. The scope of this
study covers many social areas defined by the European Pillar of Social Rights
initiative. Therefore, the postulate of transposing the subjective assessment of noise
pollution to the entire population becomes of significant importance in this study. It
is also worth adding that strategic noise maps encompass only 27.8% of the
population of Poland covered by the fifth edition of the survey carried out in cities
with more than 100,000 inhabitants in 2021.

The next chapter discusses the prospects of integrating the trends in the
development of official statistics and research on noise pollution, thus enabling
a wider exploration of its impact on the population from the health, economic and
environmental perspectives.

4, Research project on exposure of the population to noise in cities
exceeding 100,000 inhabitants, carried out by Statistics Poland

The guiding idea behind the research project entitled Exposure of the population to
noise in cities of more than 100,000 inhabitants, launched by Statistics Poland was to
extend the scope of reliable statistics describing the impact of selected pollutants on
humans using sources of data that do not impose much burden on the respondents.
The aim was to indicate the number of people exposed to selected categories of noise
in cities with more than 100,000 inhabitants in a uniform and comparable for the
country way. The study combined strategic noise maps based on a well-established
methodology, presenting the excess levels of permissible road, tram, railway, aviation
and industrial noise with reliable data on the number of people living in individual
buildings with assigned geographical locations (X, Y).

The study was carried out in accordance with the assumptions formulated for
research projects: from experimental statistics to statistical production. In 2020, an
experimental project was launched in cooperation with three cities - Gdansk,
Gdynia and Bydgoszcz, which provided a strategic noise map from the 2017 edition
for analytical purposes. These maps were compared with the results of an
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experimental project entitled Development of a method for estimating the size and
structure of the population according to the actual place of stay, considering the
criterion of staying and absence of 12 months or more according to the territorial
division and a 1 km? grid. It identified sources of data that could be used in
estimating the population size in relation to a 1 km? grid in accordance with the
requirements set out by the European Commission (Commission Implementing
Regulation (EU) 2018/1799 of 21 November 2018 on the establishment of
a temporary direct statistical action for the dissemination of selected topics of the
2021 population and housing census geocoded to a 1 km? grid, further referred to as
Commission Implementing Regulation (EU) 2018/1799). The results of the
conducted analyses were presented to the Methodological Commission of Statistics
Poland, who acknowledged the need to include the proposed experimental study in
statistical production starting from 2024. The administrative collections will be
used as the source material. Qualitatively verified acoustic maps prepared as of
31 December 2021 will be provided to Chief Inspectorate of Environmental
Protection by local governments and infrastructure operators obliged to prepare
strategic noise maps. The database of address points with assigned geographic
coordinates (X, Y) and the estimated population, calculated using the 2021 census
data, will be obtained from official statistics resources. Such a list will be used to
prepare many comparative analyses in a unified and coherent manner. Breakdowns
by noise pollution category and by territory will be available.

The experience gained will be subject to further research in this area and new
solutions will be proposed or existing ones will be strengthened with the use of new
data sources, which is considered in the next chapter.

5. Further research development

The integration of two datasets, i.e. the size and structure of the population related to
address points with acoustic measurements from strategic noise maps, conducted by
official statistics services, creates a synergistic potential for obtaining additional
results otherwise unattainable from separate surveys. It should be emphasised here
that the current state of their maturity resulted from the development of
methodological works as well as from technological progress. The methodological
development of strategic noise maps, manifested by a precise description of noise
intensity assessment methods (Commission Directive (EU) 2015/996) enables the
comparison of the results provided by different producers of noise maps. Statistics
Poland, following the EU requirement to map the population in a 1 km? grid in the
2021 census (Commission Implementing Regulation (EU) 2018/1799), used spatially
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located references to buildings. These two trends combined into one research bundle
create new cognitive opportunities absolutely necessary to reduce environmental
noise pollution. This issue will be dicussed from an environmental, health and
economic perspective.

The environmental perspective of the development of noise research refers to two
matters: the precise addressing of the studied phenomena, in which population
estimates can be related to the spatial location of residence with greater accuracy,
and to the expansion of the scope of research. Local governments in cities with more
than 100,000 inhabitants used official statistics estimates showing the number of
people assigned to a broad administrative division. Moreover, the administrators of
the main roads, railway lines and airports, who are obliged to prepare strategic noise
maps, encounter difficulties in preparing precise estimates for the number of people
exposed to noise generated by the respective means of transport. The new formula of
integrated research overcomes these limitations. The precise assessment of the
effectiveness and efficiency of the measures taken to reduce the impact of noise is
also an interesting research topic. Another area of application of the new indicators
may be the unification of the method of measuring noise pollution in terms of two
sustainable development goals: 3 — Ensure healthy lives and promote well-being for all
at all ages and 11 — Make cities and human settlements inclusive, safe, resilient, and
sustainable.

The health perspective in the development of research on noise is related to the
possibility of launching many studies examining the impact of noise on the health of
a population throughout the whole country. The initiated studies pertaining to
selected locations where data on the degree of noise intensity were available (Argys
et al., 2020) can be extended to a wider sample of the population. An opportunity
arises to precisely study the incidences of the already recognised disorders (Basner et
al., 2014), such as ischemic heart disease (IDH), high annoyance (HA) or significant
sleep disorders, and the resulting consequences. Discovering correlations between
morbidity and residential locations exposed to nuisance noise of various categories
(road, rail, tram, air and industrial) will also allow the identification of the potential
hidden associations between noise and morbidity (Hammer et al., 2014).

The economic perspective of the development of noise research is also promising.
The above-mentioned possibilities of carrying out research on the effectiveness of
the preventive measures aimed at minimising or eliminating the impact of noise on
the environment make it possible to select the most effective ones. Another aspect of
economics-based research is the attempt to determine the costs of the effects of noise
pollution and compare them with the measure of the value of goods and services
produced by a specific community of a country or region, i.e. with the Gross
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Domestic Product (GDP). Such attempts have already been made and certain
approximations were even quoted (King et al., 2011, p. 756). However, after reaching
the indicated sources (Cvetkovi¢ & Prascevi¢, 2006, p. 22), it turns out that the
calculation of the share of ‘the costs caused by noise pollution’ in GDP was difficult
to find. This issue is cognitively interesting and important for determining further
directions for the undertaken activities. Nevertheless, it requires data collection from
numerous sources, which should be available to official statistics. Based on such
calculations, an attempt may be made to approximate the health costs, the value
reduction of real estate due to the exposure of residents to noise, or the expenses
incurred to reduce the effects of noise. Thus, the analysis of the economic aspect of
noise pollution may become an important direction in further research.

6. Conclusions

Research on environmental noise pollution has a long tradition. The knowledge
about its negative impact on the health and the environmental and economic aspects
of human life is constantly being extended. The subject of noise reduction has even
become a component of the framework constituting the Sustainable Development
Goals (Towards sustainability). However, a question arises whether the previously
expressed expectations regarding environmental noise have been forgotten or
ignored (King & Murphy, 2016). Such conclusions may be prompted by the lack of
a reference to noise pollution on the list of indicators of the United Nations
Sustainable Development Goals (United Nations, n.d.). In the European circle, on
the other hand, the consistent development of this study is visible, manifested by the
adoption of the END and the preparation of five editions of strategic noise maps
for selected areas. Each of them was accompanied by an extension of the ter-
ritorial scope, as well as a specification of the noise measurement methodology
(Commission Directive (EU) 2015/996). The last edition was supplemented with the
requirement to prepare an assessment of the harmful effects of environmental noise
(Commission Directive (EU) 2020/367). The European experience can therefore be
used to include the aspect of the area affected by noise pollution in the existing
sustainable development goals and indicators.

However, the European way is characterised by serious barriers associated with
the costly process of the cyclical development of strategic noise maps, which may
prove unbearable for many countries. Official statistics presented a medium option,
applicable to those countries that could not initially undertake the task of a unified
method of noise measurement for key urban (cities) and linear (roads, railways)
spaces. It is a sample survey where one of the research areas would involve the
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subjective perception of noise. Official statistics studies also offer tools for the
further exploration of noise impact by using sets of the number of people living in
specific buildings with an assigned XY spatial location. In the area of health, there is
research capacity for population studies on a representative sample of people
exposed to specific categories of noise and its intensity, compared to a control group.
In the environmental area, an interesting issue would be a comparative analysis of
the activities undertaken by individual local government units to eliminate noise
pollution. In the economic field of study, there are many research directions relating
to the effectiveness and efficiency of the implemented protection from noise.
All these threads should support the system of monitoring the achievement of
sustainable development goals.
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DLA AUTOROW
FOR THE AUTHORS

(for the English translation of the information given below, please visit ws.stat.gov.pl/ForAuthors)

W ,Wiadomosciach Statystycznych. The Polish Statistician” (,, WS”) zamieszczane sg artykuly
o charakterze naukowym poswiecone teorii i praktyce statystycznej, ktére prezentuja wyniki
oryginalnych badan teoretycznych lub analitycznych wykorzystujacych metody statystyki
matematycznej, opisowej badz ekonometrii. Ukazujg si¢ réwniez artykuly przegladowe, re-
cenzje publikacji naukowych oraz inne opracowania informacyjne. W czasopismie publiko-
wane sg prace w jezyku polskim i angielskim.

Od 2007 r. ,WS” znajduja si¢ na liscie czasopism naukowych MEIN. Zgodnie z komunika-
tem Ministra Edukacji i Nauki z dnia 1 grudnia 2021 r. w sprawie wykazu czasopism nau-
kowych i recenzowanych materiatéw z konferencji miedzynarodowych ,WS” otrzymaly
70 punktow.

»Wiadomosci Statystyczne. The Polish Statistician” s3 udostepniane w nastepujacych ba-
zach, repozytoriach, katalogach i wyszukiwarkach: Agro, BazEkon, Biblioteka Nauki, Central
and Eastern European Academic Source (CEEAS), Central and Eastern European Online
Library (CEEOL), Central European Journal of Social Sciences and Humanities (CEJSH),
Directory of Open Access Journals (DOAJ), EBSCO Discovery Service, European Reference
Index for the Humanities and Social Sciences (ERIH Plus), Exlibris Primo, Google Scholar,
ICI Journals Master List, ICI World of Journals, Norwegian Register for Scientific Journals and
Publishers (The Nordic List) oraz Summon.

Za publikacje artykutow na tamach ,,WS” autorzy nie otrzymuja honorariéw ani nie wno-
szg oplat.

1. Zgtaszanie artykutow

Prace przeznaczone do opublikowania w ,,WS” nalezy przesylac za posrednictwem platformy
Editorial System: www.editorialsystem.com/ws.

Zglaszany artykul powinien by¢ zanonimizowany, tj. pozbawiony informacji o auto-
rze/autorach (réwniez we wla$ciwoséciach pliku), podziekowan i informacji o zrodlach finan-
sowania, a takze innych informacji wskazujacych na afiliacje lub umozliwiajacych zidentyfi-
kowanie autora. Jezeli w pracy wystepuja tablice, wykresy lub mapy, powinny by¢ umieszczo-
ne w tresci artykulu. Materialy graficzne, razem z danymi do nich, nalezy ponadto zalaczy¢
jako osobny plik / osobne pliki, najlepiej w formacie Excel. Prosimy o niestosowanie stylow
i ograniczenie formatowania do wymogoéw redakcyjnych. Wiecej informacji w pkt 4
Wymogi redakcyjne.

Razem z artykutem nalezy przesta¢ skan/zdjecie oswiadczenia o oryginalnoéci pracy i nie-
zlozeniu jej w innym wydawnictwie. Zalaczenie o§wiadczenia jest warunkiem poddania
pracy ocenie wstepnej i skierowania do recenzji.

Zgloszenie artykulu do opublikowania w ,WS” oznacza zgode na jego udostepnienie
na licencji Creative Commons Uznanie autorstwa - Na tych samych warunkach 4.0
(CCBY-SA 4.0).

Autorzy maja prawo do samodzielnego umieszczania w wybranych przez siebie repozyto-
riach artykutu w wersji zaréwno zgloszonej do ,WS”, jak i zaakceptowanej do opublikowania
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oraz opublikowanej, z zastrzezeniem wymogu niezwlocznego podania w repozytorium in-
formacji o numerze ,,WS”, w ktérym praca sie ukazata, wraz z linkiem do niej (DOI).

2. Przebieg prac redakcyjnych

Zgloszony artykul jest oceniany i opracowywany w czteroetapowym procesie:

1. Ocena wstepna, dokonywana przez redakcje. Polega na weryfikacji naukowego charakte-
ru artykutu oraz jego struktury i zawartosci pod katem wymogéw redakcyjnych, a takze
zgodnosci tematyki z profilem czasopisma. Autor uzupelnia i poprawia artykut stosownie
do uwag redakgji, a w przypadku nieuwzglednienia danej uwagi uzasadnia swoje stanowi-
sko. Warunkiem skierowania pracy do recenzji jest potwierdzenie oryginalnosci tekstu
uzyskane za pomocg systemu antyplagiatowego. W przypadku wykrycia znacznego podo-
bieristwa do innych prac artykut zostanie odrzucony.

2. Ocena recenzentéw, dokonywana przez specjalistow w danej dziedzinie. Artykut oceniajg
dwaj recenzenci spoza jednostki naukowej, przy ktdrej afiliowany jest autor; w przypadku
pracy w jezyku angielskim co najmniej jeden recenzent jest afiliowany przy jednostce za-
granicznej. W razie sprzecznych opinii dwoch recenzentéw powolywany jest trzeci recen-
zent. Recenzenci kierujg si¢ kryteriami oryginalnosci i jako$ci opracowania zaréwno w od-
niesieniu do tresci, jak i formy artykutu.

Autorzy artykulow, ktore otrzymaly pozytywne oceny, wprowadzaja poprawki zalecane
przez recenzentdw i przesylaja zmodyfikowang wersje pracy. Jesli pojawi sie roznica zdan
dotyczaca zasadno$ci proponowanych zmian, autorzy sg zobligowani do uzasadnienia
swojego stanowiska.

3. Ocena Kolegium Redakcyjnego (KR), decydujaca o przyjeciu pracy do publikacji. Jest
dokonywana na podstawie recenzji, z uwzglednieniem opinii redaktoréw tematycznego
i merytorycznego. Polega m.in. na weryfikacji dokonania przez autora zmian w artykule
stosownie do uwag recenzentéw. KR ocenia artykul pod wzgledem poprawnosci i spojno-
$ci merytorycznej oraz zaleca autorowi wprowadzenie poprawek, jesli sg one konieczne,
aby praca spelniala wymogi czasopisma. Autorowi przystuguje prawo do odwotania od de-
cyzji o niepublikowaniu artykutu. W takim przypadku powinien on skontaktowac sie z re-
dakcja ,WS” i przedstawi¢ uzasadnienie. Ostateczna decyzja w tej sprawie nalezy do redak-
tora naczelnego.

W ,WS” publikowane s3 wylacznie te artykuly, ktore otrzymaja pozytywna ocene¢ na
kazdym z wymienionych etapow i zostana poprawione przez autora zgodnie z otrzyma-
nymi uwagami (chyba Ze autor przedstawi argumenty uzasadniajjce nieuwzglednienie
danej uwagi).

Artykuly przyjete przez KR do publikacji sa zamieszczane na stronie internetowej cza-
sopisma w zakladce Early View, gdzie znajduja si¢ do czasu opublikowania w konkretnym
wydaniu ,WS”.

4. Opracowanie redakcyjne, autoryzacja i korekta. Artykul zakwalifikowany do druku jest
poddawany opracowaniu merytorycznemu i jezykowemu. Redakcja zastrzega sobie prawo
do zmiany tytutu i §rédtytuléw, modyfikowania tablic, wykreséw i innych elementéw gra-
ficznych oraz przeredagowania treéci bez naruszenia zasadniczej mysli autora.

Po opracowaniu redakcyjnym artykul jest przesytany do autoryzacji. Tekst zatwierdzo-
ny przez autora, po skladzie i famaniu, jest poddawany korekcie i rewizji (II korekcie).
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Autor dokonuje korekty autorskiej tekstu na etapie rewizji. Wykresy i inne materialy gra-
ficzne sa opracowywane na podstawie plikow i danych przekazanych przez autora i pod-
dawane korekcie i rewizji. Autor dokonuje ich akceptacji na etapie rewizji.

W przypadku odkrycia btedéw w opublikowanym artykule zamieszcza sie na famach
»WS” sprostowanie, a artykul w wersji elektronicznej jest poprawiany i umieszczany na
stronie internetowej ,, WS” ze stosownym wyjasnieniem.

3. Zasady etyki publikacyjnej COPE

Redakcja ,WS” podejmuje wszelkie starania w celu utrzymania najwyzszych standardéw
etycznych zgodnie z wytycznymi Komitetu ds. Etyki Publikacyjnej (COPE), dostgpnymi na
stronie internetowej www.publicationethics.org, oraz wykorzystuje wszystkie mozliwe $rodki
majace na celu zapobiezenie naduzyciom i nierzetelnosci autorskiej. Przyjete zasady postepo-
wania obowiazuja autoréw, Rade Naukows, Kolegium Redakcyjne, redakcje, pracownikow
Wydziatu Czasopism Naukowych GUS, recenzentéw i wydawce.

3.1. Odpowiedzialnos¢ autorow

1. Artykuty naukowe kierowane do opublikowania w ,,WS” powinny zawiera¢ precyzyjny
opis badanych zjawisk i stosowanych metod oraz autorskie wnioski i sugestie dotyczace
rozwoju badan i analiz statystycznych. Autorzy powinni wyraznie okresli¢ cel artykutu
oraz jasno przedstawi¢ wyniki przeprowadzonej analizy. Prezentacja efektéw badan staty-
stycznych zaprojektowanych i przeprowadzonych przez autoréw wymaga opisania zasto-
sowanej w nich metodologii. W przypadku nowatorskich metod analizy pozadane jest po-
danie przyktadu ilustrujacego ich zastosowanie w praktyce statystycznej. Autorzy ponosza
odpowiedzialno$¢ za treéci prezentowane w artykulach. W razie zglaszania przez czytelni-
kéw zastrzezen odnoszacych sie do tych tresci autorzy sa zobligowani do udzielenia odpo-
wiedzi za po$rednictwem redakcji.

2. Na autorach spoczywa obowiazek zapewnienia pelnej oryginalnosci przedlozonych prac.
Redakcja nie toleruje przejawdw nierzetelno$ci naukowej autordw, takich jak:
¢ duplikowanie publikacji - ponowne publikowanie wlasnego utworu lub jego czesci;

o plagiat — przywlaszczenie cudzego utworu lub jego fragmentu bez podania informacji

o zrodle;

o fabrykowanie danych - oparcie pracy naukowej na nieprawdziwych wynikach ba-
dan;

e autorstwo widmo (ghost authorship) — nieujawnianie wspétautoréw, mimo ze wniesli oni
istotny wktad w powstanie artykutu;

e autorstwo goscinne (guest authorship) — podawanie jako wspotautoréw osob o zniko-
mym udziale lub niebiorgcych udzialu w opracowywaniu artykutu;

e autorstwo grzecznosciowe (gift authorship) — podawanie jako wspotautoréw oséb, kto-
rych wktlad jest oparty jedynie na stabym powiazaniu z badaniem.

Autorzy deklarujag w stosownym o$wiadczeniu, ze zglaszany artykul nie narusza praw
autorskich osob trzecich, nie byl dotychczas publikowany i nie zostal zlozony w innym
wydawnictwie oraz ze jest ich oryginalnym dzielem, i okreslaja swoj wkiad w opracowanie
artykutu. Jezeli doszto do zaprezentowania podobnych materiatéw podczas konferencji lub
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sympozjum naukowego, to podczas skladania tekstu do publikacji w ,,WS” autorzy sg zo-
bowigzani poinformowac o tym redakgje.

3. Autorzy sg zobowigzani do podania w tresci artykulu wszelkich zrédet finansowania badan
bedacych podstawg pracy.

4. Gléwna odpowiedzialnos¢ za rzetelno$¢ przekazanych informacji, tacznie z informacja na
temat wkiadu poszczegdlnych wspotautoréw w powstanie artykutu, ponosi zgtaszajacy ar-
tykut.

5. Autorzy zglaszajacy artykuty do publikacji w ,,WS” biorg udzial w procesie recenzji double-
-blind peer review, dokonywanej przez co najmniej dwdch niezaleznych ekspertow z da-
nej dziedziny. Po otrzymaniu pozytywnych recenzji autorzy wprowadzaja zalecane przez
recenzentow poprawki i dostarczajg redakcji zaktualizowang wersje opracowania wraz
z pisemnym pos$wiadczeniem uwzglednienia poprawek. Jesli pojawi si¢ réznica zdan co do
zasadnosci proponowanych zmian, nalezy wyjasni¢, ktére poprawki zostaly uwzglednione,
a w przypadku ich nieuwzglednienia — uzasadni¢ swoje stanowisko.

6. Jezeli autorzy odkryja w swoim maszynopisie lub tekscie juz opublikowanym bledy, nie-
$cistosci badz niewlasciwe dane, powinni niezwlocznie poinformowaé o tym redakcje
w celu dokonania korekty, wycofania tekstu lub zamieszczenia sprostowania. W przypad-
ku korekty artykutu juz opublikowanego jego nowa wersja jest zamieszczana na stronie in-
ternetowej ,,WS” wraz ze stosownym wyjasnieniem.

3.2. Odpowiedzialno$¢ Rady Naukowej, Kolegium Redakcyjnego
i Wydziatu Czasopism Naukowych GUS

1. Rada Naukowa (RN) ksztaltuje profil programowy czasopisma, okresla kierunki jego roz-
woju i konsultuje jego zakres merytoryczny.

2. Kolegium Redakeyjne (KR) podejmuje decyzje o publikacji danego artykutu z uwzglednie-
niem ocen recenzentéw oraz opinii zespotu redakcyjnego. W swoich rozstrzygnieciach
czlonkowie KR kieruja si¢ kryteriami merytorycznej oceny wartoéci artykulu, jego orygi-
nalnodci i jasnoéci przekazu, a takze Scistego zwiazku z celem i zakresem tematycznym
»WS”. Oceniajg artykuly niezaleznie od plci, rasy, pochodzenia etnicznego, narodowosci,
religii, wyznania, $wiatopogladu, niepelnosprawnosci, wieku lub orientacji seksualnej ich
autoréw.

3. Zespdl redakcyjny, wyodrebniony z KR, tworza redaktor naczelny i jego zastepca, redakto-
rzy tematyczni i redaktor merytoryczny. Cztonkowie zespotu redakcyjnego weryfikujg nad-
sylane artykuly pod wzgledem merytorycznym, oceniaja ich zgodno$¢ z celem i zakresem
tematycznym ,,WS” oraz sprawdzaja spelnienie wymogéw redakcyjnych i przestrzeganie
zasad rzetelnosci naukowej. Ponadto wybieraja recenzentéw w taki sposdb, aby nie wysta-
pit konflikt intereséw, i dbaja o zapewnienie uczciwego, bezstronnego i terminowego pro-
cesu recenzowania.

4. Za sprawny przebieg procesu wydawniczego, poinformowanie wszystkich jego uczestni-
kéw o konieczno$ci przestrzegania obowiazujacych zasad i przygotowanie artykutéw do
publikacji odpowiadaja pracownicy Wydzialu Czasopism Naukowych (WCN) GUS.
W celu uzyskania obiektywnej oceny oryginalno$ci nadsytanych artykutéw przed skiero-
waniem ich do recenzji WCN wykorzystuje system antyplagiatowy. Informacje dotyczace
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10.

11.

artykutu moga by¢ przekazywane przez WCN wylacznie autorom, recenzentom, czton-
kom RN i KR oraz wydawcy.

Zmiany dokonane w tekécie na etapie przygotowania artykutu do publikacji nie moga
narusza¢ zasadniczej mysli autorow. Wszelkie modyfikacje o charakterze merytorycznym
sg z nimi konsultowane.

W przypadku podjecia decyzji o niepublikowaniu artykutu nie moze on zosta¢ w zaden
sposob wykorzystany przez wydawce lub uczestnikéw procesu wydawniczego bez pisem-
nej zgody autoréw. Autorzy moga sie odwota¢ od decyzji o niepublikowaniu artykutu.
W tym celu powinni si¢ skontaktowa¢ z redaktorem naczelnym lub sekretarzem redakcji
»WS” i przedstawi¢ stosowng argumentacje. Odwolania autoréw sg rozpatrywane przez
redaktora naczelnego.

Czlonkowie RN i KR ani pracownicy WCN nie mogg pozostawa¢ w jakimkolwiek kon-
flikcie intereséw w odniesieniu do artykutéw zgtaszanych do publikacji. Przez konflikt in-
tereséw nalezy rozumie¢ sytuacje, w ktdrej jakiekolwiek interesy lub zaleznosci (stuzbo-
we, finansowe lub inne) moga mie¢ wplyw na oceng artykutu lub decyzje o jego publikacji.

W celu przeciwdzialania nierzetelnoéci naukowej wymagane jest zlozenie przez autoréw
o$wiadczenia, w ktorym deklaruja, ze zglaszany artykul nie narusza praw autorskich oséb
trzecich, nie byt dotychczas publikowany i jest ich oryginalnym dzietem, a takze okreslaja
swoj wktad w opracowanie artykutu.

W celu zapewnienia wysokiej jakosci recenzji wymagane jest ztozenie przez recenzentéw
o$wiadczenia o przestrzeganiu zasad etyki recenzowania COPE i niewystepowaniu kon-
fliktu interesow.

W przypadku uzasadnionego podejrzenia na jakimkolwiek etapie procesu wydawniczego,
ze autorzy dopuscili sie nierzetelno$ci naukowej (zob. pkt 3.1. Odpowiedzialno$¢ auto-
réw), zespdt redakeyjny skrupulatnie zbada sprawe ewentualnego naduzycia. Jedli nierze-
telnos¢ autoréw zostanie udowodniona, to zgloszony przez nich artykut zostanie odrzu-
cony przez KR, a autorzy otrzymaja informacje¢ o podjetej decyzji wraz z jej uzasadnie-
niem.

Czytelnicy, ktérzy maja wobec autoréw opublikowanego artykutu uzasadnione podejrze-
nia o nierzetelno$¢ naukows, powinni powiadomi¢ o tym redaktora naczelnego lub sekre-
tarza redakcji. Po zbadaniu sprawy ewentualnego naduzycia czytelnicy zostang poinfor-
mowani o rezultacie przeprowadzonego postepowania. W przypadku potwierdzenia nad-
uzycia, na famach czasopisma zostanie zamieszczona stosowna informacja.

3.3. Odpowiedzialnos¢ recenzentéw

1.

Recenzenci przyjmujg artykut do recenzji tylko wtedy, gdy uznaja, ze:

¢ posiadajg odpowiednig wiedze w okreslonej dziedzinie, aby rzetelnie oceni¢ prace;

e zgodnie z ich stanem wiedzy nie istnieje konflikt intereséw w odniesieniu do autordéw,
przedstawionych w artykule badan i instytucji je finansujacych, co potwierdzaja w oswiad-
czeniu;

e moga wywiazac si¢ z terminu ustalonego przez redakcje, aby nie opdznia¢ publikacji.

. Recenzenci sg zobligowani do zachowania obiektywnoéci i poufnosci oraz powstrzymania

sie od osobistej krytyki. Zawsze powinni uzasadni¢ swojg ocene, przedstawiajac stosowna
argumentacje.
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3. Recenzenci powinni wskaza¢ wazne dla wynikéw badan opublikowane prace, ktore w ich
ocenie powinny zosta¢ przywolane w ocenianym artykule.

4. W razie stwierdzenia wysokiego poziomu zbieznosci tresci recenzowanej pracy z innymi
opublikowanymi materiatami lub podejrzenia innych przejawéw nierzetelnosci naukowe;
recenzenci sa zobowigzani poinformowac¢ o tym redakeje.

5. Po ukonczeniu recenzji przechowywanie przestanych przez redakcje materiatow (w jakiej-
kolwiek formie) oraz postugiwanie si¢ nimi przez recenzentéw jest niedozwolone.

3.4. Odpowiedzialnos¢ wydawcy

1. Materialy opublikowane w ,,WS” sg chronione prawem autorskim.

2. Wydawca udostepnia pelng tre$¢ wszystkich artykuléw w internecie w trybie otwartego
dostepu, tj. bezplatnie i bez technicznych ograniczen, od 1 stycznia 2022 r. na licencji
Creative Commons Uznanie autorstwa — Na tych samych warunkach 4.0 (CC BY-SA 4.0).
W przypadku artykuléw zgloszonych do ,WS” od 2022 r. dozwolone jest dzielenie si¢
artykutem (kopiowanie i rozpowszechnianie go w dowolnym medium i formacie) oraz
adaptowanie go (w dowolnym celu, takze komercyjnym) na warunkach okreslonych w tej
licencji. Z pozostalych artykuléw zamieszczonych w czasopi$mie mozna korzysta¢ w ra-
mach otwartego dostepu, zgodnie z ustawg o otwartych danych i ponownym wykorzysty-
waniu informacji sektora publicznego.

3. Wydawca deklaruje gotowo$¢ do opublikowania poprawek, wyjasnien oraz przeprosin.

4. Wymogi redakcyjne

Zgodnie z wymogami czasopisma omawiany w artykule problem badawczy powinien by¢
jednoznacznie zdefiniowany oraz istotny dla oceny zjawisk spotecznych lub gospodarczych.
Artykul powinien zawiera¢ wyraznie okreslony cel badania, precyzyjny opis badanych
zjawisk i stosowanych metod, uzyskane wyniki przeprowadzonej analizy oraz autorskie
wnioski.

4.1. Struktura i zawartos¢ artykutu

Wymagane elementy artykutu:

1. Tytul.

2. Dane autora: imie/imiona i nazwisko, afiliacja w jezyku polskim i angielskim, ORCID,
wktad w powstanie artykutu, adres e-mail. Wsrod autoréw artykulu wieloautorskiego na-
lezy wskaza¢ autora korespondencyjnego.

3. Streszczenie (zalecana objetos¢ — do 1200 znakéw ze spacjami, forma bezosobowa). W przy-
padku artykutu opisujacego badanie empiryczne powinno zawiera¢: cel, przedmiot, okres
i metode badania, zroédta danych i najwazniejsze wnioski z badania. W przypadku artyku-
téw o innym charakterze nalezy poda¢ co najmniej cel pracy, jej przedmiot i najwazniejsze
wnioski.

Streszczenie to podstawowe zZrédlo informacji o artykule, warunkujace tez decyzje czy-
telnika o zapoznaniu sie z cala praca. Dlatego powinno by¢ przygotowane ze szczegélna
starannoscia i dbaloscia o umieszczenie w nim wszystkich wymaganych elementéw.
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4. Stowa kluczowe — najistotniejsze pojecia lub wyrazenia uzyte w pracy (nie mniej niz trzy).

Powinny by¢ zawarte w streszczeniu i/lub tytule.

5. Kod/kody z klasyfikacji Journal of Economic Literature (JEL).
6. Ttlumaczenie tytulu, streszczenia i stéw kluczowych (na jezyk angielski w przypadku arty-
kutu napisanego w jezyku polskim, a na jezyk polski w przypadku artykutu napisanego

w jezyku angielskim).

7. W artykule opisujacym badanie empiryczne wymagane sa nastepujace czesci:

e wprowadzenie, zawierajace syntetyczne przedstawienie zagadnien teoretycznych, uza-
sadnienie podjecia danego problemu badawczego, cel badania i krytyczne odniesienie
do literatury przedmiotu. W wyjatkowych przypadkach, kiedy istotne dla podjetego te-
matu jest obszerniejsze przedstawienie dyskusji toczacej sie w literaturze, przeglad lite-
ratury moze stanowic odrebna czes¢ artykutu;

e metoda badania, uwzgledniajgca przedmiot i okres badania, zZrédta danych i zastosowa-
ne metody badawcze, w tym uzasadnienie ich wyboru;

e wyniki badania - analiza danych oraz interpretacja wynikéw i odniesienie ich do rezul-
tatow wezesniejszych badan (dyskusja). W uzasadnionych przypadkach dyskusja moze
stanowi¢ odrebna czes¢ artykutu;

e podsumowanie, ktére powinno by¢ zwiezte i odzwierciedla¢ istote problemu badawcze-
go przedstawionego w artykule, bez podawania danych liczbowych; koncowe wnioski
powinny odnosi¢ sie do tresci artykulu, a w szczego6lnosci do celu badania.

Wszystkie czesci powinny by¢ opatrzone numerami.

8. Bibliografia, zawierajaca pelny wykaz prac i materialéw przywotanych w artykule, przygo-
towana zgodnie z wymogami czasopisma.

4.2. Przygotowanie artykutu

1. Artykut powinien by¢ utrzymany w formie bezosobowe;.
2. Tekst nalezy zapisa¢ alfabetem lacinskim. Nazwy wlasne, tytuly itp. oryginalnie zapisane
innym alfabetem powinny by¢ poddane transliteracji.
3. Nie nalezy stosowa¢ stylow; formatowanie nalezy ograniczy¢ do wymogoéw redakcyjnych.
4. Objeto$¢ artykutu lacznie ze streszczeniem, stowami kluczowymi, bibliografia, tablicami,
wykresami i innymi materialami graficznymi nie powinna by¢ mniejsza niz 10 stron ma-
szynopisu ani przekracza¢ 20 stron.
5. Edytor tekstu: Microsoft Word, format *.doc lub *.docx.
6. Kroj czcionki:
e Arial - tytul, autor, streszczenie, stowa kluczowe, kody JEL, $rédtytuly, elementy gra-
ficzne (tablice, zestawienia, wykresy, schematy), przypisy;
e Times New Roman - tekst gtéwny, bibliografia.
7. Wielkos¢ czcionki:
e 14 pkt - tytul, autor, srédtytuly wyzszego rzedu;
e 12 pkt - tekst gléwny, $rédtytuly nizszego rzedu;
e 10 pkt - pozostale elementy.
8. Marginesy - 2,5 cm z kazdej strony.
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9. Interlinia - 1,5 wiersza; tablice i przypisy — 1 wiersz; przed tytulami rozdziatow i podroz-
dzialéw oraz po nich - pusty wiersz.

10. Wrcigcie akapitowe — 0,4 cm; bibliografia — bez wcigcia, wysunigcie 0,4 cm.

11. Przy wyliczeniach nalezy postuzy¢ sie lista punktowang z punktorami w postaci kropek
(wysuniecie 0,4 cm, wciecie 0 cm); wiersze (oprocz ostatniego) zakonczone $rednikiem.

12. Strony ponumerowane automatycznie.

13. Tablice i elementy graficzne (wykresy, mapy, schematy) muszg by¢ przywolane w tekscie.

14. Wykresy, mapy i schematy nalezy zamiesci¢ w tekscie gtéwnym. Wykresy powinny by¢
edytowalne (optymalnie wykonane w programie Excel; w przypadku wykonania w pro-
gramie graficznym powinny mie¢ posta¢ wektorowa). Wykresy i inne materiaty graficzne
nalezy przekaza¢ osobno, najlepiej w pliku programu Excel lub innym edytowalnym
w pakiecie Microsoft Office.

15. Tablice musza by¢ edytowalne. Nie nalezy stosowa¢ rastréw, cieniowania, pogrubiania
czy tez podwojnych linii itp.

16. Wskazowki dotyczace opracowywania map znajduja si¢ w publikacji Mapy statystycz-
ne. Opracowanie i prezentacja danych, dostgpnej na stronie internetowej GUS.

17. Pod tablicami i kazdym elementem graficznym nalezy poda¢ zrédlo opracowania, a takze
objasni¢ uzyte w nich skroéty i symbole.

18. Literowe symbole liczb i innych wielkosci nieztozonych nalezy zapisywa¢ malg lub duza
literg i pismem pochylym (np. g, A, y(x), a;); wektoréw - pismem pochylym i pogrubio-
nym (np. a, A, w, y(x), wi); macierzy - pismem prostym i pogrubionym (np. A, a, M,
Y(x), Mi).

19. Objasnienia znakéw umownych i zapiséw w tablicach: kreska (-) - zjawisko nie wystapi-
to; zero (0) - zjawisko istnialo w wielkosci mniejszej od 0,5; (0,0) - zjawisko istniato
w wielkosci mniejszej od 0,05; kropka (.) - brak informacji, koniecznos¢ zachowania ta-
jemnicy statystycznej, wypelnienie pozycji jest niemozliwe lub niecelowe; ,,w tym” -
oznacza, ze nie podaje sie wszystkich sktadnikéw sumy.

20. Stosowane sg nastepujace skroty: tablica - tabl., wykres — wykr.

21. Wszystkie zawarte w artykule informacje, dane i stwierdzenia wykraczajace poza wiedze
powszechng — np. wyniki badan innych autoréw, zaréwno o charakterze empirycznym,
jak i koncepcyjnym - muszg by¢ opatrzone przypisem bibliograficznym. Przez wiedze
powszechng nalezy rozumie¢ informacje ogdlnie znane i niebudzace watpliwosci ani kon-
trowersji w danej grupie spolecznej, np. utworzenie GUS w 1918 r. lub powstanie UE
w 1993 r. na podstawie traktatu z Maastricht. Natomiast dane statystyczne udostepniane
lub publikowane np. przez GUS lub Eurostat nie nalezg do takich informacji. Charakteru
wiedzy powszechnej nie majg réwniez stwierdzenia odnoszace si¢ do idei, zjawisk i proce-
séw spolecznych, politycznych czy gospodarczych. Nawet pozornie zdroworozsadkowe
idee zmieniajg bowiem swoj sens w zalezno$ci od kultury, jezyka lub dyscypliny nauko-
wej, a takze bywaja w rozmaity sposéb konceptualizowane, jak np. pojecie poznania
w naukach spotecznych.

Podanie Zrddla jest konieczne niezaleznie od tego, czy informacje lub stwierdzenia
sa ujete w ramy cytatu, czy przedstawione bez dostownego przytoczenia, np. w formie
parafrazy. Jezeli stwierdzenie moze budzi¢ jakiekolwiek watpliwosci odbiorcow, autor
powinien wskaza¢ stosowne zZrédlo podawanej informacji.


https://stat.gov.pl/statystyka-regionalna/publikacje-regionalne/podreczniki-atlasy/podreczniki/mapy-statystyczne-opracowanie-i-prezentacja-danych,1,1.html
https://stat.gov.pl/statystyka-regionalna/publikacje-regionalne/podreczniki-atlasy/podreczniki/mapy-statystyczne-opracowanie-i-prezentacja-danych,1,1.html
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22. Przypisy rzeczowe, stownikowe lub informacyjne nalezy umieszcza¢ na dole strony.
Przypisy bibliograficzne, zgodnie ze standardem APA (American Psychological Associa-
tion), nalezy podawac w tekscie gtownym.

23. Bibliografie nalezy przygotowa¢ zgodnie ze standardem APA.

4.3. Zasady przywotywania publikacji w tresci artykutu

Przyktad przywotania

Wyszczegélnienie
w odsyfaczu w tresci zdania

Autor indywidualny

Jeden autor (Iksinski, 2001) lksinski (2001)
Dwoch autoréw (Iksinski i Nowak, 1999) lksiriski i Nowak (1999)
Trzech autoréw lub wiecej (Jankiewicz i in., 2003) Jankiewicz i in. (2003)

Autor instytucjonalny

Nazwa funkcjonuje jako powszechnie znany | (International Labour Organi- | International Labour Organi-

skrotowiec: pierwsze przywotanie w tekécie | zation [ILO], 2020) zation (ILO, 2020)
kolejne przywotanie (ILO, 2020) ILO (2020)
Petna nazwa (Stanford University, 1995) Stanford University (1995)
Typ publikacji
Publikacja bez ustalonego autorstwa (Skrocony tytut ..., 2015) Petny tytut (2015)
Publikacja bez roku wydania (Iksinski, b.r.) lksinski (b.r.)
Akt prawny (Petny tytut) Petny tytut
Strona internetowa / Zbiér danych:
znana data publikacji (Iksinski, 2020) / (Nazwa insty- | Iksinski (2020) / Nazwa insty-
tucji, 2020) tucji (2020)
nieznana data publikacji (Iksinski, b.r.) / (Nazwa insty- | Iksinski (b.r.) / Nazwa instytu-
tugji, b.r.) cji (b.r.)

Rodzaj przywotania

Przywotywanie kilku prac (porzadek prac -
chronologiczny, porzadek autoréw - alfa- | (Iksifski, 1997, 1999, 20043, | lksinski (1997, 1999, 2004a,
betyczny) 2004b; Nowak, 2002) 2004b) i Nowak (2002)

Przywotywanie publikacji za innym autorem
(uwaga: w bibliografii nalezy wymieni¢ | (Nowakowski, 1990, za: Zie- | Nowakowski (1990, za: Zie-
tylko prace czytana) niecka, 2007) niecka, 2007)

Zrédto: opracowanie na podstawie: American Psychological Association. (2020). Publication manual of the
American Psychological Association (7th edition). https://doi.org/10.1037/0000165-000.

4.4. Przyklady opisu bibliograficznego

Bibliografia powinna by¢ zamieszczona na koncu opracowania. Prace nalezy uszeregowac
alfabetycznie wedtug nazwiska pierwszego autora. W przypadku dwdch lub wiecej prac tego
samego autora / tych samych autoréw trzeba je uporzadkowa¢ chronologicznie wedlug roku
publikacji. Jedli kilka prac tego samego autora / tych samych autoréw zostato opublikowanych
w tym samym roku, nalezy podac je w kolejnosci alfabetycznej wedtug tytutu i odpowiednio
oznaczy¢ literami a, b, c itd.


https://content.apa.org/doi/10.1037/0000165-000
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Typ publikacji

Przyktad opisu bibliograficznego

Artykut w czasopismie

W wersji drukowanej

Nazwisko, X. (rok). Tytut artykutu. Tytut czasopisma, rocznik
(zeszyt), strona poczatku-strona konca.

Dostepny w internecie, z DOI

Nazwisko, X. Nazwisko 2, Y. (rok). Tytut artykutu. Tytul
czasopisma, rocznik(zeszyt), strona poczatku-strona korca.
https://doi.org/xxx.

Dostepny w internecie, bez DOI

Nazwisko, X., Nazwisko 2, Y., Nazwisko 3, Z. (rok). Tytut artykutu.
Tytut czasopisma, rocznik(zeszyt), strona poczatku-strona korca.
https://xxx.

Maszynopis

Niepublikowany / przygotowywany przez
autora / zgtoszony do publikacji, ale
jeszcze niezaakceptowany

Nazwisko, X. (rok). Tytuf [maszynopis niepublikowany / w przy-
gotowaniu / zgtoszony do publikacji].

Zaakceptowany do publikacji

Nazwisko, X. (w druku). Tytut artykutu. Tytuf czasopisma.

Opublikowany nieformalnie
stronie internetowej autora)

(np. na

Nazwisko, X., Nazwisko 2, Y. (rok). Tytuf artykutu. https://xxx.

Opublikowany w trybie online first (przed
wiaczeniem do zeszytu)

Nazwisko, X. (rok). Tytut artykutu. Tytut czasopisma. Online first.
https://xxx.

Ksiazka

W wersji drukowanej

Nazwisko, X. (rok). Tytut ksigzki. Wydawnictwo.

Dostepna w internecie, z DOI

Nazwisko, X. (rok). Tytuf ksigzki. Wydawnictwo. https://doi.org/xxx.

Dostepna w internecie, bez DOI

Nazwisko, X. (rok). Tytut ksigzki. Wydawnictwo. https://xxx.

W przekfadzie

Nazwisko, X. (rok). Tytut ksigzki (thum. Y. Nazwisko). Wydaw-
nictwo.

Wydanie wielotomowe:
tom zatytutowany

Nazwisko, X. (rok). Tytut ksigzki: nr tomu. Tytut tomu. Wydaw-
nictwo.

tom niezatytutowany

Nazwisko, X. (rok). Tytut ksigzki (nr tomu). Wydawnictwo.

Kolejne wydanie

Nazwisko, X. (rok). Tytut ksigzki (nr wydania). Wydawnictwo.

Pod redakcja: w jezyku polskim

Nazwisko, X. (red.). (rok). Tytut ksigzki. Wydawnictwo.

w jezyku angielskim

Nazwisko, X. (Ed.). (rok). Tytut ksigzki. Wydawnictwo.

Rozdziat w pracy zbiorowej

Nazwisko, X. (rok). Tytut rozdziatu. W: Y. Nazwisko, Z. Nazwisko 2
(red.), Tytut ksigzki (s. strona poczatku—strona konca). Wydaw-
nictwo. https://doi.org/xxx lub https://xxx.

Inne prace

Raport: autor indywidualny

Nazwisko, X. (rok). Tytut raportu. Wydawnictwo.

autor instytucjonalny

Nazwa instytucji. (rok). Tytuf raportu. Wydawnictwo.

Working Papers

Nazwisko, X. (rok). Tytut pracy (nazwa serii i numer). https://doi.org
/xxx lub https://xxx.

Sesja konferencyjna / prezentacja / referat

Nazwisko, X. (rok, dzien i miesiac). Tytut pracy [typ wystapienia,
np. referat]. Nazwa konferencji, miejsce konferencji.

Rozprawa doktorska: nieopublikowana

Nazwisko, X. (rok). Tytut pracy [niepublikowana rozprawa
doktorskal. Nazwa instytucji nadajacej tytut doktorski.

opublikowana

Nazwisko, X. (rok). Tytut pracy [rozprawa doktorska, nazwa
instytucji nadajacej tytut doktorskil. https://xxx.

Akt prawny

Pelny tytut aktu prawnego wraz z data publikacji w dzienniku
urzedowym.



https://doi.org/xxx%20lub%20https:/xxx
https://doi.org/xxx%20lub%20https:/xxx
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Typ publikacji

Przyktad opisu bibliograficznego

Strona internetowa

Znana data publikacji, zawartos¢ strony sie
nie zmienia

Nazwisko, X. (rok, dzier i miesigc). Tytut. https://xxx.

Nieznana data publikacji, zawartos¢ strony
sie zmienia

Nazwa instytucji. (b.r.). Tytut. Pobrane dzien, miesiac i rok
pobrania z https://xxx.

Zbior danych

Surowe dane nieopublikowane

Nazwisko, X. (rok wydania pracy, w ktérej dane sa wykorzysty-
wane) [opis danych, np. surowe dane nieopublikowane doty-
czace...]. Zrédto danych (np. nazwa uniwersytetu).

Dane opublikowane:
znana data publikacji, zawarto$¢ zbio-
ru sie nie zmienia

Nazwisko, X. (rok). Nazwa zbioru danych [zbiér danych]. Wydaw-
ca. https://xxx.

nieznana data publikacji, zawartos¢
zbioru sie zmienia

Nazwa instytucji. (b.r.). Nazwa zbioru danych [zbi6ér danych].
Wydawca. Pobrane dzier, miesigc i rok pobrania z https://xxx.

Zrédto: opracowanie na podstawie: American Psychological Association. (2020). Publication manual of the
American Psychological Association (7th edition). https://doi.org/10.1037/0000165-000.

Praca przygotowana w sposob niezgodny z powyzszymi wskazowkami bedzie odestana
do autora z prosba o dostosowanie formy artykutu do wymogéw redakcyjnych.


https://content.apa.org/doi/10.1037/0000165-000

Wiadomosci Statystyczne. The Polish Statistician 2023 | 12

DZIALY ,WS” - TEMATYKA ARTYKULOW
WS SECTIONS - TOPICS OF THE ARTICLES

Petny opis zakresu tematycznego dziatéw: ws.stat.gov.pl/AimScope
Description of the topics covered in each section: ws.stat.gov.pl/AimScope

Studia metodologiczne / Methodological studies

¢ Oryginalne teoretyczne rozwigzania metodologiczne ze wskazaniem ich praktycznej uzytecznosci
e Prace przegladowe i poréwnawcze oraz dotyczace etyki w statystyce, ktére wnosza pionierski wktad
poznawczy do obecnego stanu wiedzy

Statystyka w praktyce / Statistics in practice

* Nowatorskie zastosowania narzedzi i modeli statystycznych oraz analiza i ocena statystyczna zjawisk
spoteczno-ekonomicznych i innych, prowadzona w szczegélnosci na danych z zasobéw statystyki pu-
blicznej

e Wykorzystanie narzedzi informatycznych do uzyskiwania i przetwarzania informacji statystycznych,
naliczania danych wynikowych, ich prezentacji i rozpowszechniania

o Projektowanie badan statystycznych, uzyskiwanie, integracja i przetwarzanie danych oraz generowanie
wynikowych informacji statystycznych i kontrola ich ujawniania

Studia interdyscyplinarne. Wyzwania badawcze / Interdisciplinary studies. Research
challenges

o Wyzwania badawcze wynikajace z rosnacych potrzeb uzytkownikéw danych statystycznych i wymagaja-
ce zaangazowania znacznych srodkéw oraz rozwigzan z réznych dziedzin nauki i techniki

e Wykorzystanie technologii informacyjnych i komunikacyjnych, innowacyjnos¢, przetwarzanie i analiza
zagadnien zwigzanych z data science i big data

e Wyniki badar prowadzonych przez przedstawicieli dyscyplin innych niz statystyka z wykorzystaniem
metod statystycznych

Spisy powszechne - problemy i wyzwania / Issues and challenges in census taking

* Propozycje rozwigzan — zaréwno organizacyjnych, jak i metodologicznych - mozliwych do zastosowania
w spisach oraz rezultaty analiz danych spisowych

o Praktyczne aspekty zwigzane z gromadzeniem i udostepnianiem danych ze spiséw, w tym dotyczace
obciazenia odpowiedzi i ochrony tajemnicy statystycznej

Edukacja statystyczna / Statistical education

e Metody i efekty nauczania statystyki oraz popularyzacja myslenia statystycznego i rzetelnego postugi-
wania sie informacjami statystycznymi

o Problemy zwigzane z ksztatceniem w zakresie umiejetnosci stosowania statystyki na wszystkich pozio-
mach edukacji, a takze dotyczace wykorzystywania nowoczesnych koncepcji i metod dydaktycznych
oraz pomocy naukowych w nauczaniu statystyki

Z dziejow statystyki / From the history of statistics

o Historia prowadzenia obserwaciji statystycznych oraz rozwoju ich metodologii i narzedzi

e Zycie i osiggniecia zawodowe wybitnych statystykdw, jak rowniez dziatalnoé¢ najwazniejszych instytucji
i organizacji statystycznych w Polsce i za granica

In memoriam

o Nekrologi i artykuty wspomnieniowe

Informacje. Recenzje. Dyskusje / Discussions. Reviews. Information

o Teksty nierecenzowane i niemajace charakteru artykutéw naukowych: sprawozdania z konferencji nau-
kowych i innych wydarzen dotyczacych statystyki, recenzje ksigzek, oméwienia nowosci wydawniczych
GUS, polemiki i dyskusje
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