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Stimulators of innovation in official statistics 
 

1. Introduction 

It is worth considering what factors stimulate innovation in official statistics. The 
interaction of these factors causes official statistics to provide users with more  
accurate and user-friendly information.  
 Innovation is a concept that has become commonplace. It is used in mass media, 
e.g. when advertising various products, and there are numerous scientific surveys 
and research work on this subject, pertaining to various fields. The term ‘in-
novation’ comes from the Latin word ‘innovatio’, which means renewal. Its meaning 
comprises everything that is new, from technical improvements, through techno-
logical advancement and organisational changes in various structures, local and 
global communication, media and fashion, to new ways of thinking. 
 The term was defined and introduced into economics by Schumpeter (1912), thus 
indicating five instances of the occurrence of innovations: 
• creating a new product; 
• application of new technology, production methods; 
• creating a new market; 
• acquiring unknown raw materials; 
• reorganisation of a specific branch of the economy. 

2. What is innovation, how to measure and use it?  

In modern economy, there are three key factors which foster competitiveness and 
contribute to raising the standards of living and welfare. They are: knowledge, re-
search and innovation. The role of knowledge in the above-mentioned processes can 
only be thoroughly demonstrated and understood with the help of reliable statistical 
information, which is also necessary for wise policy planning and its effective evalua-
tion. Research and development activity, another pillar of the economic and social 
advancement, was expanded and harmonised in the 1960s. In the 1970s and 1980s, 
due to further progress in this area, researchers were able to create more complex 
analytical models and tools, which made it possible to measure innovation.  
However, to fully understand what leads to innovation and how to create policies 
encouraging it, it was necessary to analyse innovation processes at the level of  
individual companies, where again, statistical data proved indispensable. 
 The above-mentioned efforts resulted in the creation of the Oslo Manual in 1992, 
a publication which has become the international standard in the field of the  
conceptualisation and measurement of innovation. The manual has been updated 
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three times since its publication, which was necessitated by the technical and techno-
logical advancement and the changing needs of users (OECD, Eurostat, 2018). The 
publication contains guidelines on the collection, presentation and interpretation of 
data on innovation, which is useful for national statistical offices (NSO) and other 
data producers. It also facilitates international comparisons and serves as a platform 
for research and experiments in measuring innovation. In addition, The Oslo  
Manual reviews several issues related to the use of innovation data for the construc-
tion of indicators and for carrying out statistical and econometric analyses.  
But nevertheless, its recommendations are addressed not only to those who develop 
indicators of an official nature, but to all those interested in innovation data. The 
book manages to meet the needs of a wider range of users, which the indicators  
cannot do on their own. It is also designed to encourage future experiments that 
would improve the quality, visibility and usefulness of data on innovation. 
 The Oslo Manual provides the following definition of the phenomenon (OECD,  
Eurostat, 2018, p. 20): ‘An innovation is a new or improved product or process (or 
combination thereof) that differs significantly from the unit’s previous products or 
processes, and that has been made available to potential users (product) or brought 
into use by the unit (process).’ 
 This definition uses the generic term ‘unit’ to describe the actor responsible for 
innovations. It refers to any institutional unit in any sector, including households 
and their individual members.  
 Despite the subjective nature of the concept of innovation, measuring it can be 
relatively objective, as it is possible to compare innovation levels using common 
reference points for novelty and usability. This enables comparisons of the degree of 
innovativeness among firms that are of different sizes and structures and which  
operate in different parts of the world. 

3. Innovation in official statistics 

Innovation in official statistics is crucial to keeping one step ahead of the changing  
demands. Only with creativity can statistical offices constantly improve their efficiency 
and the quality of their product. Innovations influence any aspect of the activity of  
a statistical office, bringing about the following: cutting-edge ways of gathering  
information; state-of-the-art technologies and statistical techniques to process data and  
generate statistics; new approaches to recruitment and structuring an organisation, and 
inventive ways of publishing data and reaching all kinds of audiences. 
 Innovations can also be found in statistics at the organisational level, e.g. in the 
form of various solutions which improve the work of an institution or office,  
the improved organisation of statistical surveys, more effective methods of data  
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collection, analysis, presentation, dissemination and publication, and providing  
wider access to data.  
 The innovative process is a sequence of successive phases, from the creation of an 
innovative idea to its implementation and commercialisation; in other words, it is  
a set of activities leading to the implementation of new solutions in the technical, 
technological, organisational and social spheres (Alleva, 2017; Baldacci, 2017; Daas, 
Puts, Buelens and van den Hurk, 2015; Dillman, 1996; Lehtonen, Pahkinen and 
Särndal, 2002; Lehtonen and Särndal, 2009; Pfeffermann, 2015; Szreder, 2017). More 
particularly, in statistics, the innovative process is a sequence of procedures related 
to the formulation of the objective of the study, justification of its theoretical founda-
tions, selection of appropriate methods for its implementation, and, finally,  
dissemination of its results.  
 Data collection, and especially business data collection performed by National 
Statistical Institutions (NSIs) has been the area where several new and innovative 
tools have been implemented. These include utilising administrative data, develop-
ing web-based questionnaires, automatic retrieval of data from companies’ data 
systems or adopting new data collection methods based on combined sources.  
Increasingly often, the NSIs collaborate with other data providers in order to get 
‘raw-material’ for statistical compilations. The business sector, in addition to provid-
ing valuable data to official statistics, also inspires the latter to look for new innovat-
ive solutions and supports its efforts to this effect. 
 A big advantage of administrative registry data is their integration. Survey and 
census data should be integrated in a similar way in order to obtain a wider scope of 
information and improve their quality. This, however, gives rise to numerous new 
challenges, which are of a different character than traditional problems related to 
survey sampling (Pfeffermann, 2015; Szreder, 2017).  
 The ongoing technological progress and the wide availability of big data create  
a demand for more detailed, more accurate, and up-to-date statistics. The new 
methodological challenges which can be mentioned in this context include:  
IT-integrated collection of big data and production of official statistics from it,  
increasing data availability, while at the same time ensuring their confidentiality, 
potential use of web panels as data source for official statistics, dealing with mode 
effects, measuring the scale of error in small area estimation, also in combination 
with censuses, and integration of statistics with geospatial information.  

4. Stimulators of innovation in official statistics 

Specific stimulators of innovation in official statistics include developments in stati-
stical theories the increasing the role of information technology (IT) in statistics, and 
globalisation.  



68 Wiadomości Statystyczne. The Polish Statistician 2020 | 7 

 

 

4.1. Innovation in scientific research and thought 

The concept of paradigms, which illustrates the development of scientific ideas, was 
introduced by Thomas Kuhn (1962). Kuhn believed that scientific research and 
thought are determined by paradigms, i.e. conceptual worldviews. His theory  
assumed that scientific disciplines emerge in the pre-paradigmatic phase, and then 
progress to periods called ‘normal science’, during which they relatively quickly 
achieve a high degree of advancement and precision. During the normal science 
phase, the performed research adds to the previous knowledge, thus forming  
a cumulative whole, where new discoveries and experimental results contribute to 
the development of more accurate or comprehensive theories. 
 In other words, Kuhn argued that for the phase of normal science to occur, it is 
crucial that it is based on a universally accepted paradigm, which identifies research 
problems, enables the researcher to formulate rational expectations, and provides 
him or her with tools to carry it out successfully. The term ‘paradigm’, as used by the 
author, has two different meanings: a set of beliefs, values, techniques, etc., held by 
the scientific community, or just a specific solution/group of solutions, on which 
solving the problem in question could be modelled in the phase of normal science. 
The author referred to the former meaning of the term ‘paradigm’ as sociological, in 
the sense that it is what the scientific com-munity share (Kuusela, 2011).  

4.2. Stimulators of innovation in statistical theory  

The concept of statistical inference was introduced by a French statistician  
Pierre-Simon Laplace (1781). He published a plan for partial research where he  
defined the size of a sample which guaranteed achieving the necessary accuracy in 
estimation. He devised that plan following his Principle of Inverted Probability and 
his Central Limit Theorem. In 1774, he published these concepts in a memoir which 
revolutionised statistical thinking at the time (Laplace, 1774). The inference model 
developed by Laplace used Bernoulli’s concepts related to binomial probabilities and 
corresponding trials. One of Laplace’s most valuable contributions into the statistical 
thought was the assumption that populations constantly change, which he signified 
by assuming an a priori distribution of parameters. His method required a purposive 
selection of samples for research.  
 Laplace’s inference model considerably influenced statistical thinking for a whole 
century. A Norwegian statistician, Anders Kiaer, and his work The Representative 
Method of Statistical Surveys (1897), serves as a good example here. Kiaer  
presented his method, which drew heavily upon Laplace’s concepts, at the meeting of 
the International Statistical Institute in 1895. His method, introducing a novel idea 
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that a research sample should reflect the structure of a population, i.e. be this  
population’s ‘miniature’, became an instant success (Kiaer, 1895, 1897, 1905). 
 Another influential 18th century statistician, Thomas Bayes, contributed the first 
mathematical approach to some non-trivial problems related to the analysis of stat-
istical data, which was based on his concept of what is nowadays known as Bayesian 
inference. However, it was Pierre-Simon Laplace who both pioneered and popular-
ised the ideas presently referred to as Bayesian probability. 
 The concept of Bayesian probability is based on logical expectations, formed ac-
cording to the available knowledge or personal beliefs rather than on the frequency 
or tendency of a phenomenon. Probability as understood by Bayes is an extension of 
propositional logic that enables reasoning with hypotheses, and which involves 
propositions whose truth or falsity is uncertain. In the Bayesian approach, a probab-
ility is assigned to a hypothesis, whereas in the frequentist inference, the latter is 
often verified without any probability being assigned.  
 The Bayesian theory enabled obtaining the so-called predictive inference, thanks 
to which it is possible to predict the distribution of unobserved data. It is based on 
the posterior predictive distribution. This means that the prediction yields a distri-
bution over possible points rather than over one fixed point. When we compare the 
Bayesian inference with its frequentist counterpart, we can see that the latter often 
involves finding an optimum point estimate of the parameter(s), mostly by means of 
the maximum likelihood or maximum posterior estimation, and then includes this 
estimate in the formula for the distribution of a data point. The shortcoming of this 
approach is that it does not make allowances for any uncertainty in the value of the 
parameter, and therefore underestimates the variance of the predictive distribution 
(Bayes, 1763, 1958).  
 It was not until the 1920s that another revolutionary theory came up in statistics. 
It was the work by Ronald Aylmer Fisher, who devised the estimation and inference 
theory. His model of statistical inference has remained the dominant paradigm until 
the present times. Its basis is repetitive sampling from the same population and as-
suming that population parameters are constant. He did not use a priori probabil-
ities. His Statistical Methods for Research Workers (Fisher, 1925) has become a classic 
statistical textbook. It is often considered one of the 20th century’s most influential 
books on statistics, along with his The Design of Experiments (Fisher, 1915, 1925, 
1930, 1935, 1939, 1950 1956). 
 Fisher’s inference model was further developed by Jerzy Neyman. Neyman adop-
ted Fisher’s model and used it for finite populations, with the difference that his 
model did not make any assumptions about the distributions of the study variables. 

https://en.wikipedia.org/wiki/Propositional_logic
https://en.wikipedia.org/wiki/Truth_value
https://en.wikipedia.org/wiki/Frequentist_statistics
https://en.wikipedia.org/wiki/Maximum_likelihood
https://en.wikipedia.org/wiki/Maximum_a_posteriori_estimation
https://en.wikipedia.org/wiki/Variance
https://en.wikipedia.org/wiki/Statistics
https://en.wikipedia.org/wiki/The_Design_of_Experiments


70 Wiadomości Statystyczne. The Polish Statistician 2020 | 7 

 

 

Fisher’s fiducial argument helped Neyman develop the theory of confidence inter-
vals. He also devised the concept of optimal allocation for stratification. Finally, he 
formu-lated a theory for double sampling, which was utilised by statisticians at the 
U.S. Census Bureau when they were working on a complex survey project for the 
Current Population Survey. What was also important for the Bureau, and what 
Neyman’s method guaranteed, was to find a solution that would distribute work-
loads fairly equally among interviewers, while maintaining acceptable accuracy in 
estimation (Neyman, 1933, 1934, 1935, 1937, 1938, 1952, 1971). 

4.3. Paradigms in statistics: Bayesian and Frequentist approaches 

Thomas Bayes proved that an unknown event might be placed within probabilistic 
limits. However, as can be recalled from the previous chapter, it was Pierre-Simon 
Laplace who made Bayesian theory popular. Laplace applied what is nowadays called 
Bayesian theorem to problems in celestial mechanics, medical statistics, reliability, 
and jurisprudence. Early Bayesian inference, which used uniform priors according to 
Laplace’s principle of insufficient reason, is presently referred to as ‘inverse probabil-
ity’, because it goes backwards from observations to parameters, or from effects to 
causes.  
 After 1920, the concept of inverse probability was in a large part replaced after 
1920 by a set of methods called frequentist statistics. In the 20th century, Laplace’s 
ideas were further developed, but in two separate directions, referred to as ‘objective 
current’ and ‘subjective current’ in Bayesian inference. As regards the ‘objective’ or 
‘non-informative’ current, the statistical analysis depends there only on the model  
employed, the data analysed, and the method assigning the prior. In the ‘subjective’ 
or ‘informative’ current, the specification of the prior depends on the belief, usually 
formed on the basis of information from experts, previous studies, etc.  
 In the 1980s, research and applications of Bayesian methods increased signific-
antly, mostly thanks to the Markov chain Monte Carlo methods, which greatly  
improved computational capacities of the former. In addition, that period saw an 
increased interest in non-standard, complex applications. But despite that, most 
undergraduate teaching has been, and even nowadays, is still based on frequentist 
statistics. This does not change the fact, however, that Bayesian methods are widely 
accepted and used, e.g. in the field of machine learning. 
 To sum up, Bayesian approach began to develop in the 19th century, contributing 
significantly to the advancement of mathematics and statistics – the process in which 
the role of the French scientist P.-S. Laplace could not be overestimated (Kuusela, 
2011). In addition to developing the ideas of Bernoulli and Bayes, Laplace presented 
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the principles of inverse probability, and, consequently, the idea of statistical infer-
ence. He also succeeded in specifying the size of a sample necessary to achieve  
a desired degree of accuracy of the result. The plan of Laplace’s study was based on 
his principle of inverse probabilities and the central limit theorem. Published in 
1774, it soon became exceedingly popular, and subsequently it has become one of 
the most revolutionary papers in the history of statistical inference.  

Laplace’s inference model was based on Bernoulli’s tests and binomial distribu-
tion. He believed that the population was constantly changing, which was acknow-
ledged by his assuming an a priori distribution for parameters. This model domin-
ated the statistical thought throughout the 19th century. Its further development was 
partially limited due to computational difficulties, which lasted for as long as until 
the 1980s, when modern computational technologies were introduced.  

What is important to remember here is that his approach utilises all the available 
knowledge about an event, not only the knowledge resulting directly from the ob-
served relative frequency of the event’s occurrence in unchanged circumstances (as 
is the case with the frequentist interpretation). According to Laplace’s interpretation, 
the probability of an event is assigned to a concrete person, and thus it is likely to be 
different for different people (experts), depending on their knowledge, experience or 
even intuition. For individual phenomena or the ones occurring rarely, this is the 
most effective and most commonly used probability interpretation. It also proves 
useful nowadays, when statisticians, interested in a given event or a population, have 
various sources of information at their disposal. The current abundant possibilities 
to collect, process, and send huge data sets make it very unlikely that a contemporary 
researcher would not have any prior knowledge about the studied phenomenon or 
population. Therefore, the problem is not whether to use this knowledge, but how to 
do it. This partially explains why contemporary statisticians are keen to use ever-
bolder approaches and non-random samples in their research. 
 Frequentist inference is based on the frequentist interpretation of probability, and 
especially on its assumption that any experiment might potentially be a part of an 
infinite succession of its duplications, each of which could produce statistically inde-
pendent outcomes. According to the frequentist approach, there is a high probability 
that the correct conclusion will be drawn from amongst the above-mentioned no-
tional set of repetitions. However, it is also possible to adopt the same procedures 
with a slightly different formulation, i.e. taking a pre-experiment point of view into 
consideration. Under this formulation, before starting an experiment, the researcher 
should plan what exactly, step by step, will be done to draw a correct conclusion 
from data that have not yet been obtained. In such a case, the probability depends on 
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a yet-to-occur set of random events, which is different from the frequentist inter-
pretation of probability.  
 The value of a population according to the frequentist approach is a stable, un-
changing (and unknown) quantity, without an assigned probability distribution. 
Next, confidence intervals for this quantity, or significance tests of hypotheses about 
it, are computed. At this stage, Bayesians argue, frequentists block off the possibility 
of utilising background knowledge about the problem, which leads to their inability 
to guarantee a satisfactory level of accuracy in their calculations. This, in turn,  
often results in other scientists’ misinterpretations of the confidence intervals and  
significance tests which have been calculated by frequentists.  
 As all the above indicates, one can say that the 19th-century statistics belonged to 
Bayesians, whereas in the 20th century, it fell to frequentists. These sharp trends have 
been softened by technical improvements, but still the representatives of both ap-
proaches compete with each other for domination in the field of real-world applic-
ations. But this competition is not anything to worry about, because its outcome is 
that the ideas of Bayesians and frequentists are constantly developing and has come 
much closer to each other. 
 The main ideas of Bernoulli, Bayes and Laplace were subsequently developed by 
many mathematicians and statisticians, including de Finetti (1951), Jeffreys (1931, 
1933, 1934), Kish (1995, 2002), Lindley (1958, 2004), Savage (1951, 1954, 1962), 
Stigler (1982, 1983) and Zellner (1971).  

4.4. Information technology 

The term ‘information technology’ was used for the first time in an article by  
Harold J. Leavitt and Thomas L. Whisler published in Harvard Business Review in 
1958, where the authors proposed this broad term as the name for ‘the new techno-
logy [which] does not yet have a single established name.’ In their understanding, 
the newly-coined name applied to three areas: data processing, statistical and  
mathematical support for decision-making processes, and using computer programs 
to simulate higher-order thinking.  
 Nowadays, information technology (IT) is associated with the use of computers 
and other electronic devices to store, retrieve, transmit and manipulate data or  
information, both for the needs of institutions (commercial or non-commercial) and 
individuals. It is seen as the section of a wider field of information and communica-
tions technology.  
 Although IT is most often associated only with computer systems and networks, it 
also refers to other channels of distribution of information, such as television,  
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telephones and other devices enabling exchange of information. Numerous products 
and services available on the market fall within the IT category, e.g. computer hard-
ware and software, electronic devices, semiconductors, telecom equipment, the In-
ternet, including e-commerce, etc. 

5. Globalisation and official statistics 

Globalisation, as the name suggests, is a global process involving interaction and 
integration of people, companies, regions and governments of countries all over the 
world. It is fuelled by international trade. And while it is true that trade exchange has 
been developing among regions, countries and continents for centuries, or even 
millennia, it literally boosted in the IT era, greatly accelerating globalisation. In ad-
dition to trade exchange, globalisation is also synonymic with the exchange of ideas, 
practices and technologies.  
 Globalisation is an inevitable stage of development of the human society. It is 
a socio-historical phenomenon, which has become the practical necessity, and, sub- 
sequently, a strategy for the gradual building of a common market for ever-larger 
areas, and eventually, for the whole world. Globalisation is an ongoing process,  
taking place at the local, national, and regional levels. Its basis, as mentioned before, 
is social and economic interactions and mutual influence at all levels of societies’  
aggregation and in all aspects of social and economic life.  
 Globalisation has been the subject of intensified studies for official statistics. 
A good example is The Statista Global Consumer Survey, which investigates con-
sumption and media usage from a global perspective. The study has been designed 
to help marketers, planners and product managers understand consumer behaviours 
and trends. The KOF Index of Globalisation is a similar study, whose purpose is to 
measure the rate of globalisation in countries all over the world in economic,  
social, and political dimensions. These three dimensions facilitate the assessment of 
the current economic trends, level of information flow, intensity of social contacts, 
and cultural proximity among the surveyed countries. 

6. Official statistics and big data innovation 

Big data is presently considered a very promising source of data for official statistics. 
It potentially offers faster, cheaper, more detailed and relatively diverse statistical 
data. However, there are several challenges connected to the use of this kind of  
data, for example the non-probabilistic character of most sources of big data,  
which often results in a selectivity bias. This is because most big data sources have 
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not been designed to produce statistics (Baesens, 2014; Beręsewicz, Lehtonen, Reis,  
Di Consiglio and Karlberg, 2018; Daas et al., 2015). 
 Recent years have seen an increasing amount of statistics describing different 
phenomena on the basis of big data. Not only are these data generated in completely 
new ways, but they also require new techniques of analysis and application. Adopt-
ing big data as one of its data sources means a fundamental change for official statis-
tics, which necessitates a shift of paradigm for survey research. This demonstrates 
that, on the one hand, big data has a great potential for official statistics, but on the 
other, there are several challenges that have to be faced before this potential could be 
fully taken advantage of. 
 The paper by Beręsewicz and co-authors (2018) presents the statistical outlook on 
big data. The article tries to find a definition of big data which would identify its main 
statistical characteristics. The author asserts that big data sources are in many aspects 
similar to internet opt-in panel surveys, and suggests that this quality of theirs should 
be used to address the selectivity and coverage problems (also briefly addressed in the 
paper). Moreover, the article presents a selection of methods that can be used to deal 
with selectivity, and either to eliminate, or at least reduce the bias. This selection con-
sists of both methods applicable at the individual level, i.e. the level of a statistical 
unit, and those applicable at the domain level, i.e. the level of produced statistics. 
Finally, the applicability of the methods to several big data sources is briefly assessed 
and a framework for adjusting selectivity in big data is proposed. 
 Big data, also understood as the way of gaining knowledge and learning about the 
latest possibilities of collecting and processing large data sets, has changed decision-
makers’ assessment of the usefulness and usability of information sources. Lack of 
information ceases to be a major problem, while selection, quality assessment, and 
aggregation become challenging. The greatest advantage of big data as a data source 
is that it gives access to large databases, including administrative data, to the extent 
never seen before. This advantage is not limited to the possibility of obtaining these 
data, but it also includes already-devised methods and tools for their processing, as 
well as tracking updates in real time (without delays). Administrative data, due to 
various formal requirements and restrictions that apply to the entities which pro-
duce them, are usually a reliable and good-quality source of information. Their 
growing role in exploring reality can be demonstrated by the fact that nowadays 
administrative data are an indispensable part of important projects undertaken by 
official statistics. Data from official registers are increasingly often used in statistics 
interchangeably with full surveys (censuses) or sample surveys. Nowadays even  
national censuses use administrative data in the cases where census representatives 
cannot obtain data directly. 
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 In situations where traditional surveys/sources cannot provide reliable or com-
plete data, the use of all the available and relatively reliable information seems a reas-
onable option. Big data’s entry into domains previously reserved for statistical (com-
plete or sample) investigations does not have to be seen as competition between 
these two data sources. Big data, just like administrative registers mentioned above, 
can − and in practice often already constitute − a valuable complement to sample-
based research. In particular, big data can provide useful information in situations 
where a sample survey is liable to serious non-random errors, e.g. coverage errors or 
missing responses. In other words, additional population information needed for the 
effective application of sample weighing or data calibration mechanisms can be  
derived from big data. However, big data's impressive capabilities of providing large 
amounts of information do not change the fact that information obtained in this way 
always has to be critically evaluated, as this kind of data usually has a more complex 
and disorderly structure than data obtained in more traditional ways. It is important 
to remember that quantity cannot compensate for questionable or poor quality when 
any data is to be used by statistics (Alleva, 2017; Baesens, 2014; Baldacci, 2017; Daas 
et al., 2015; Dillman, 1996; Lehtonen et al., 2002; Lehtonen and Särndal, 2009; Pfef-
fermann, 2015; Szreder, 2017). 
 Taking into consideration all the above, official statistics is currently facing 
three main questions as regards big data, namely: whether big data is a domain 
worth expanding, monitoring and improving to better adjust it to the needs of 
official statistics; if so, then to what extent should official statistics become in-
volved in this process; and finally, which types of partnerships should be formed 
for this purpose. 

7. Concluding remarks 

The paper demonstrates that successfully applied innovations have enabled the  
improvement of the quality and accuracy of data and have made it possible to utilise 
administrative data, which is especially important in the context of the pressing need 
for the diversification of data sources. Thanks to innovations, data acquisition meth-
ods as well as data dissemination channels have been modernised. Official statistics 
have also undergone the restructuring of their organisation and management, both 
nationally and internationally, thus achieving the level of efficiency much higher 
than any time before. Innovation has also been encouraged and fostered through 
international statistical cooperation, and especially due to the expansion of inter-
national networks established for this purpose.  
 However, despite several milestone achievements, statisticians cannot stop on 
their way towards the faster, more accurate and more useful data. They have to con-



76 Wiadomości Statystyczne. The Polish Statistician 2020 | 7 

 

 

stantly pay the highest attention to optimal ways in which their products and ser-
vices are disseminated within the society. It is also essential that management sys-
tems and strategic competence, as well as vital statistical activity, research and pro-
cedures are steadily developed and enhanced within institutions of official statistics. 
Moreover, official statistical services cannot forget an absolute necessity in the con-
temporary, network-operated environment: to foster partnerships with their foreign 
counterparts and other institutions. Last but not least, reasonable cost management 
must also be seriously regarded. 
 The 21st century poses huge challenges before statisticians, including complex 
problems which often comprise millions of data units and thousands of parameters. 
Which statistical method will prove the most effective in such complex cases? Ac-
cording to some statisticians, it will probably be a combination of Bayesian and  
frequentist ideas. It looks very likely that the near future will be a challenging period 
for both statisticians specialising in practical applications and those investigating the 
theory of statistics, but on the other hand, these challenges might open a fertile land 
for statistics, rivalling the era of Fisher, Neyman, and other luminaries of statistical 
research of the early 1900s (Pfeffermann, 2015).  
 New data sources, i.e. big data and the Internet, are viewed by official statistics as 
very promising and potentially highly useful. However, before they could be fully 
utilised, it is necessary to thoroughly verify them from the point of view of non-
representativeness. 

Acknowledgements 

I would like to thank OECD and Eurostat, the publishers of the Oslo Manual, for 
specifying the extent to which I could use the manual. I would also like to thank 
Prof. Risto Lehtonen, Finland, and Maciej Beręsewicz, PhD, Poland, for sending 
their valuable articles to me prior to their publication.  

References 

Alleva, G. (2017). Data Innovation in Official Statistics: the Leading Role of Open Data. Cape 
Town: UN World Data Forum, https://www.istat.it/it/files/2015/10/AllevaUNWorldData 
Congress13Jan_2017.pdf.  

Baldacci, E., Stylianidou, N., Buono, D. (2017). Innovation in official statistical production – and 
multi-source statistical produciton. Eurostat, https://ec.europa.eu/eurostat/cros/system/files 
/2017_03_29_innovation_in_official_statistics_eb_ns_db.pdf. 

Baesens, B. (2014). Analytics in a Big Data World: The Essential Guide to Data Science and its 
Applications. Hoboken, New York: Wiley. 

Bayes, T. (1763). An essay towards solving a problem in the doctrine of chances. Philosophical 
Transactions of the Royal Society, 53, 370–418. 

https://www.istat.it/it/files/2015/10/AllevaUNWorldData
https://ec.europa.eu/eurostat/cros/system/files/2017_03_29_innovation_in_official_statistics_eb_ns_db.pdf
https://ec.europa.eu/eurostat/cros/system/files/2017_03_29_innovation_in_official_statistics_eb_ns_db.pdf


J. KORDOS    Stimulators of innovation in official statistics 77 

 

 

Bayes, T. (1958). An Essay Towards Solving a Problem in the Doctrine of Chances (with biograph-
ical note by G. A. Barnard). Biometrika, 45, 293–315. 

Beręsewicz, M. (2019). Correlates of Representation Errors in Internet Data Sources for Real Estate 
Market. Journal of Official Statistics, 35(3), 509–529. DOI: 10.2478/jos-2019-0022.  

Beręsewicz, M., Lehtonen, R., Reis, F., Di Consiglio, L., Karlberg, M. (2018). An overview of meth-
ods for treating selectivity in big data sources. Statistical Working Papers. Luxembourg: Eurostat. 

Daas, P. J., Puts, M. J., Buelens, B., van den Hurk, P. A. (2015). Big data as a source for official 
statistics. Journal of Official Statistics, 31(2), 249–262. 

De Finetti, B. (1951). Recent Suggestions for the Reconciliation of Theories of Probability. In:  
J. Neyman (ed.). Proceedings of the Second Berkeley Symposium on Mathematical Statistics and 
Probability (p. 217–225). Berkeley: University of California Press.  

Dillman, D. A. (1996). Why Innovation is Difficult in Government Surveys. Journal of Official 
Statistics, 12(2), 113–124. 

Fisher, R. A. (1915). Frequency Distribution of the Values of the Correlation Coefficient in Sam-
ples from an Indefinitely Large Population. Biometrika, 10(4), 507–521.  

Fisher, R. A. (1925). Statistical Methods for Research Workers. Edinburgh: Oliver & Boyd.  
Fisher, R. A. (1930). Inverse Probability. Proceedings of the Cambridge Philosophical Society, 26(4), 

528–535. 
Fisher, R. A. (1935). The Design of Experiments. Edinburgh: Oliver & Boyd.  
Fisher, R. A. (1939). A Note on Fiducial inference. Annals of Mathematical Statistics, 10(4), 383–388. 
Fisher, R. A. (1950). Contributions to mathematical statistics. New York: Wiley. 
Fisher, R. A. (1956). Statistical Methods and Scientific Inference. Edinburgh: Oliver & Boyd. 
Jeffreys, H. (1931). Scientific Inference. Cambridge: Cambridge University Press. 
Jeffreys, H. (1933). On the Prior Probability in the Theory of Sampling. Proceedings of the Cam-

bridge Philosophical Society, 29, 83–87. 
Jeffreys, H. (1934). Probability and Scientific Method. Royal Society of London. Proceedings. Series 

B. Biological Sciences, 146A(856), 9–16. 
Kiaer, A. N. (1895). Observations et expériences concernant des dénombrements représentatives. 

Bulletin of the International Statistical Institute, 9, 176–183. 
Kiaer, A. N. (1897). The Representative Method of Statistical Surveys. In: Reprint of Kiaer’s paper 

from the Norwegian Academy of Science and Letters, 1997. Oslo: Statistics Norway. 
Kiaer, A. N. (1905). Untitled speech with discussion. Bulletin of the International Statistical Insti-

tute, 14, 119–134. 
Kish, L. (1995). ‘The Hundred Years’ War of Survey Sampling. Statistics in Transition, 2(5), 813–

830. 
Kish, L. (2002). New Paradigms (Models) for Probability Sampling. Survey Methodology, 28, 31–34. 
Kuhn, T. S. (1962). The Structure of Scientific Revolutions. Chicago: University of Chicago Press. 
Kuusela, V. (2011). Paradigms in Statistical Inference for Finite Populations Up to the 1950. Helsin-

ki: Statistics Finland. 
Leavitt, H. J., Whisler, T. L. (1958). Management in the 1980s. Harvard Business Review, (4). 
Laplace, P. S. (1774). Mémoire sur la probabilité des causes par les événements. In: P. S. Laplace, 

Oeuvres complètes de Laplace, vol. 8 (p. 27–65). Paris, https://gallica.bnf.fr/ark:/12148 
/bpt6k77596b/f32. 

https://doi.org/10.2478/jos-2019-0022
https://en.wikipedia.org/wiki/Biometrika
https://gallica.bnf.fr/ark:/12148/bpt6k77596b/f32
https://gallica.bnf.fr/ark:/12148/bpt6k77596b/f32


78 Wiadomości Statystyczne. The Polish Statistician 2020 | 7 

 

 

Laplace, P. S. (1781). Mémoire sur les probabilités. In: P. S. Laplace, Oeuvres complètes de Laplace, 
vol. 9 (p. 383–485). Paris, https://gallica.bnf.fr/ark:/12148/bpt6k77597p/f386?lang=EN.  

Lehtonen, R., Pahkinen, E., Särndal, C.-E. (2002). Research and Development in Official Statistics 
and Scientific Co-operation with Universities: An Empirical Investigation. Journal of Official 
Statistics, 18(4), 87–110. 

Lehtonen, R., Särndal, C.-E. (2009). Research and Development in Official Statistics and Scientific 
Co-operation with Universities: A Follow-Up Study. Journal of Official Statistics, 25(4), 467–
482. 

Lindley, D. V. (1958). Fiducial Distributions and Bayes’ Theorem. Journal of the Royal Statistical 
Society: Series B, 20(1), 102 –107. 

Lindley, D. V. (2004). Bayesian Thoughts (An Interview with Helen Joyce). Significance, 1, 73–75. 
Lindley, D. V., Smith, A. F. (1972). Bayes Estimates for the Linear Model. Journal of the Royal 

Statistical Society: Series B, 34, 1–41. 
Neyman, J. (1933). Zarys teorii i praktyki badania struktury ludności metodą reprezentacyjną. 

Warszawa: Instytut Spraw Społecznych. 
Neyman, J. (1934). On the Two Different Aspects of the Representative Method: The Method of 

Stratified Sampling and the Method of Purposive Selection. Journal of the Royal Statistical Socie-
ty, 97(4), 558–625. 

Neyman, J. (1935). On the Problem of Confidence Intervals. The Annals of Mathematical Statistics, 
6, 111–116. 

Neyman, J. (1937). Outline of a Theory of Statistical Estimation Based on the Classical Theory of 
Probability. Philosophical Transactions of the Royal Society of London A, 236, 333–380. 

Neyman, J. (1938). Contributions to the Theory of Sampling Human Populations. Journal of the 
American Statistical Association, 33, 101–116. 

Neyman, J. (1952). Recognition of priority. Journal of the Royal Statistical Society, 115. 
Neyman, J. (1971). Foundations of the Behaviouristic Statistics. In: V. P. Godambe, D. A. Sprott 

(ed.), Foundations of Statistical Inference (p. 1–13). Toronto: Holt, Rinehart and Winston of 
Canada. 

OECD, Eurostat. (2018). Oslo Manual 2018: Guidelines for Collecting, Reporting and Using Data on 
Innovation. Paris, Luxembourg: OECD Publishing – Eurostat. DOI: 10.1787/9789264304604-en. 

Pfeffermann, D. (2015). Methodological Issues and Challenges in the Production of Official Statis-
tics: 24th Annual Morris Hansen Lecture. Journal of Survey Statistics and Methodology, 3(4), 
425–483. 

Pratt, J. W. (1965). Bayesian Interpretation of Standard Inference Statements. Journal of the Royal 
Statistical Society: Series B, 27, 169–203. 

Robbins, H. (1964). The Empirical Bayes Approach to Statistical Decision Problems. Annals of 
Mathematical Statistics, 35, 1–20. 

Savage, L. J. (1954). The Foundations of Statistics. New York: Wiley. 
Savage, L. J. (1962). The Foundations of Statistical Inference. A Discussion. London: G. Barnard and 

D. R. Cox. 
Schumpeter, J. A. (1912). Theorie der wirtschaftlichen Entwicklung. Leipzig: Duncker und Hum-

blot. 

https://gallica.bnf.fr/ark:/12148/bpt6k77597p/f386?lang=EN
https://doi.org/10.1787/9789264304604-en


J. KORDOS    Stimulators of innovation in official statistics 79 

 

 

Stigler, S. M. (1982). Thomas Bayes’ Bayesian Inference. Journal of the Royal Statistical Society: 
Series A, 145, 250–258. 

Stigler, S. M. (1983). Who Discovered Bayes’ Theorem? American Statistician, 37(4a), 290–296. 
Szreder, M. (2013). Twierdzenie Bayesa po 250 latach. Wiadomości Statystyczne, (12), 23–26. 
Szreder, M. (2017). Nowe źródła informacji i ich wykorzystywanie w podejmowaniu decyzji. Wia-

domości Statystyczne, (7)¸ 5–17. 
Wald, A. (1939). Contributions to the Theory of Statistical Estimation and Testing. A Hypotheses. 

Annals of Mathematical Statistic, 10, 299–326. 
Wald, A. (1950). Statistical Decision Functions. New York: Wiley. 
Wallgren, A., Wallgren, B. (2007). Register-based Statistics. Administrative Data for Statistical 

Purposes. New York: Wiley. 
Zellner, A. (1971). An Introduction to Bayesian Inference in Econometrics. New York: Wiley. 
 

Jan Kordos (formerly Główny Urząd Statystyczny – Statistics Poland,       
Szkoła Główna Handlowa w Warszawie – Warsaw School of Economics) 

 
 
 

 




